This article reviews the ring-polymer molecular dynamics model for condensed-phase quantum dynamics. This model, which involves classical evolution in an extended ring-polymer phase space, provides a practical approach to approximating the effects of quantum fluctuations on the dynamics of condensed-phase systems. The review covers the theory, implementation, applications, and limitations of the approximation.
1. INTRODUCTION

Molecular dynamics (MD) simulations are among the most powerful and important tools of modern computational chemistry (1, 2). Classical MD simulations can be used to calculate a wide range of experimentally observable dynamical properties, such as diffusion coefficients, dipole absorption and neutron scattering spectra, and chemical reaction rates. However, classical MD neglects quantum mechanical zero-point energy (ZPE) and tunneling effects in the atomic motion. In systems containing light atoms at low temperatures, these effects must be included to obtain the correct quantitative, and sometimes even qualitative, behavior. For example, tunneling through the reaction barrier can easily enhance the rate of a proton or hydride transfer reaction at room temperature by several orders of magnitude.

Exact solutions of the time-dependent Schrödinger equation are in practice limited to only a few degrees of freedom or the calculation of short-timescale properties. Various approximate methods have therefore been developed for the treatment of complex, many-particle systems. Three of the most successful approaches are the linearized semiclassical initial value representation (LSC-IVR) (3–5), centroid molecular dynamics (CMD) (6, 7), and ring-polymer molecular dynamics (RPMD) (8–11). Each of these employs classical trajectories to model real-time dynamics, but in different ways. The LSC-IVR evolves purely classical trajectories from an initially quantized phase-space distribution. CMD and RPMD make use of the imaginary-time path integral formalism, which exploits the exact equilibrium mapping between a quantum mechanical particle and a classical ring polymer (12). CMD is classical MD on an effective potential generated by the thermal fluctuations of the ring polymer around its centroid, whereas RPMD is classical MD in the extended ring-polymer phase space.

Each of these methods can be used to calculate dynamical properties in quantum mechanical systems that contain hundreds, or even thousands, of atoms and for timescales that range from femtoseconds to nanoseconds. As well as relying on classical trajectories, the efficiency of these approaches for large systems arises from their neglect of real-time quantum coherence. This is an entirely reasonable approximation for many condensed-phase problems, in which thermal averaging and strong intermode coupling lead to rapid quantum decoherence (13–15).

The CMD and LSC-IVR methods were extensively reviewed several years ago (16–18). Meanwhile, applications of RPMD have grown dramatically (19–39), and intriguing connections have emerged between it and other semiclassical theories (40). It is thus timely to review the underlying theory, computational implementation, applications, and limitations of the RPMD approximation to quantum dynamics.

2. THEORY

2.1. Quantum Mechanical Correlation Functions

Many dynamical properties of systems in thermal equilibrium can be related to real-time-correlation functions of the form

\[ c_{AB}(t) = \frac{1}{Q} \text{tr}[e^{-\beta \hat{H}} \hat{A}(0) \hat{B}(t)], \]

where \( Q \) is the canonical partition function,

\[ Q = \text{tr}[e^{-\beta \hat{H}}], \]

\[ \beta = 1/k_B T, \] and \( \hat{A}(0) \) and \( \hat{B}(t) \) are Heisenberg-evolved operators at times 0 and \( t \):

\[ \hat{A}(t) = e^{i\hat{H}t/\hbar} \hat{A} e^{-i\hat{H}t/\hbar}. \]
For example, the diffusion coefficient of a molecule in a liquid can be calculated from its velocity autocorrelation function ($\hat{A} = \hat{B} = \hat{v}$) (41); the infrared absorption spectrum of a liquid is related to its dipole autocorrelation function ($\hat{A} = \hat{B} = \hat{\mu}$) (42); and the rate coefficient of a chemical reaction is determined by its reactive flux autocorrelation function ($\hat{A} = \hat{B} = \hat{f}$) (43), where $\hat{v}$, $\hat{\mu}$, and $\hat{f}$ are the operators for the velocity of the molecular center of mass, the dipole moment of the liquid, and the flux of reactants through a transition-state dividing surface, respectively.

The correlation function in Equation 1 is written in the standard way as the thermal average

$$\langle e^{-\beta H} \hat{A}(0) \hat{B}(t) \rangle$$

in which the Boltzmann operator $e^{-\beta H}$ is averaged between $\hat{A}(0)$ and $\hat{B}(t)$. This differs from $c_{1B}(t)$ because the operators $\hat{A}$ and $\hat{B}$ generally do not commute with $\hat{H}$. However, it is straightforward to show, by evaluating the traces in Equations 1 and 4 in the basis of energy eigenstates, that the Fourier transforms

$$C_{1B}(\omega) = \int_{-\infty}^{\infty} e^{-i\omega t} c_{1B}(t) dt, \quad C_{AB}(\omega) = \int_{-\infty}^{\infty} e^{-i\omega t} c_{AB}(t) dt$$

are related by

$$C_{1B}(\omega) = \frac{\beta \hbar \omega}{1 - e^{-\beta \hbar \omega}} C_{AB}(\omega),$$

so knowledge of either of the two correlation functions is sufficient to determine the other.

The RPMD model focuses on the Kubo-transformed correlation function in Equation 4. This is the most classical form of the quantum correlation function that one can construct and therefore the best suited to a classical-like approximation. There are several reasons for this; the most fundamental being that the Kubo-transformed correlation function plays the same role in the quantum mechanical version of linear response theory as the classical correlation function plays in classical linear response theory (41). The Kubo-transformed correlation function also has the same symmetry properties as a classical correlation function (8), and the Kubo-transformed position and velocity autocorrelation functions are identical to the corresponding classical autocorrelation functions for a harmonic oscillator.

### 2.2. Ring-Polymer Molecular Dynamics

Consider a simple one-dimensional model system with a Hamiltonian of the form

$$\hat{H} = \frac{\hat{p}^2}{2m} + V(\hat{q}),$$

in which the potential energy $V(q)$ is such that the partition function in Equation 2 is well defined. The $n$-bead imaginary-time path integral (45) approximation to this partition function can then be written as (8)

$$Q_n = \frac{1}{(2\pi \hbar)^n} \int d^m p \int d^m q e^{-\beta_n H_n(p,q)},$$

where $H_n(p,q)$ is the classical Hamiltonian of a ring polymer consisting of $n$ copies of the system connected by harmonic springs (12)

$$H_n(p,q) = \sum_{j=1}^{n} \left[ \frac{p_j^2}{2m} + \frac{1}{2} m \omega_n^2 (q_j - q_{j-1})^2 + V(q_j) \right]$$

$$-\beta_n H_n(p,q),$$

so knowledge of either of the two correlation functions is sufficient to determine the other.

The RPMD model focuses on the Kubo-transformed correlation function in Equation 4. This is the most classical form of the quantum correlation function that one can construct and therefore the best suited to a classical-like approximation. There are several reasons for this; the most fundamental being that the Kubo-transformed correlation function plays the same role in the quantum mechanical version of linear response theory as the classical correlation function plays in classical linear response theory (41). The Kubo-transformed correlation function also has the same symmetry properties as a classical correlation function (8), and the Kubo-transformed position and velocity autocorrelation functions are identical to the corresponding classical autocorrelation functions for a harmonic oscillator.

### 2.2. Ring-Polymer Molecular Dynamics
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with \( \beta_n = \beta/n \), \( \omega_n = 1/(\beta_n \hbar) \), and \( q_0 \equiv q_n \). This is the basis of the path integral molecular dynamics (PIMD) method (46), which uses the classical dynamics generated by the Hamiltonian in Equation 9,

\[
\dot{p} = -\frac{\partial H_n(p, q)}{\partial q}, \quad \dot{q} = +\frac{\partial H_n(p, q)}{\partial p}.
\]

as a sampling device to explore the configuration space of the ring polymer and calculate the exact thermodynamic and structural properties of the system in the limit of a sufficiently large number of beads.

The RPMD model uses the same trajectories to provide a classical-like approximation to Kubo-transformed quantum correlation functions of the form in Equation 4. For the case in which the correlated operators \( \hat{A} \) and \( \hat{B} \) are local (functions of the coordinate operator \( \hat{q} \)), this RPMD approximation is simply (8)

\[
\tilde{c}_{AB}(t) \simeq \frac{1}{(2\pi \hbar)^n Q_n} \int d^np_0 \int d^na_0 e^{-\beta \sum_{n=0}^{1} H_n(q_n, p_n)} A_n(q_n) B_n(q_n),
\]

where the functions \( A_n(q_n) \) and \( B_n(q_n) \) are averaged over the beads of the ring-polymer necklace at times 0 and \( t \):

\[
A_n(q) = \frac{1}{n} \sum_{j=1}^{n} A(q_j), \quad B_n(q) = \frac{1}{n} \sum_{j=1}^{n} B(q_j).
\]

The correlation function in Equation 11 is just a classical correlation function in the extended phase space of the \( n \)-bead imaginary-time path integral, and this is the central feature of RPMD.

We do not yet know how to provide a systematic derivation of the approximation in Equation 11. However, we note that the classical trajectories of the ring-polymer necklace have long been recognized to offer insight into the relaxation of a quantum system in real time (46–48). Furthermore, we can at least motivate the RPMD approximation by showing that it gives the correct quantum mechanical result in various limiting cases. These include the following.

2.2.1. High-temperature limit. In the high-temperature limit, the harmonic spring force constant \( m\omega_n^2 \) in Equation 9 becomes so large that the radius of gyration of the ring polymer shrinks to zero. Under these circumstances, it suffices to use just a single bead \( (n = 1) \), in which case Equation 8 reduces to the classical partition function and Equation 11 to the classical correlation function. These are the correct quantum mechanical results in the regime where \( \beta \hbar \omega_{\text{max}} \ll 1 \), where \( \omega_{\text{max}} \) is the highest vibrational frequency in the physical problem.

2.2.2. Short-time limit. The ring-polymer correlation function in Equation 11 coincides with the exact Kubo-transformed quantum mechanical correlation function in Equation 4 in the limit as \( t \to 0 \) (8). To see this in detail, one can expand the correlation functions in the two equations in Taylor series around \( t = 0 \), considering for simplicity the case in which \( A(q) \) and \( B(q) \) are Hermitian operators (11). Only the even expansion coefficients survive in this case because the exact \( \tilde{c}_{AB}(t) \) and its RPMD approximation are both real and even functions of \( t \) (8). Comparison of the exact and approximate expansion coefficients reveals that the RPMD approximation has a leading error of \( O(t^2) \) for the position autocorrelation function and an error of \( O(t^3) \) for a more general correlation function involving nonlinear operators \( A(q) \) and \( B(q) \) (11).

2.2.3. Harmonic oscillator limit. When the potential \( V(q) \) is that of a simple harmonic oscillator, it is straightforward to show (8) that Equation 11 will give the exact quantum mechanical result (in the limit as \( n \to \infty \)) for all correlation functions of the form \( \tilde{c}_{qA}(t) \) and \( \tilde{c}_{qB}(t) \). The position
autocorrelation function $\tilde{c}_{qq}(t)$ of a harmonic oscillator is a special case in which the exact result is obtained with any value of $n$ (8).

2.2.4. Static equilibrium limit. When the operator $\hat{A}$ is the unit operator ($\hat{A} = \hat{1}$), one can cyclically permute the order of the operators in the trace in Equation 4 and exploit the commutativity of the Boltzmann operator $e^{-\beta\hat{H}}$ with the real-time evolution operators $e^{\pm i\hat{H}t/\hbar}$ to show that $\tilde{c}_{AB}(t)$ reduces to the static thermal expectation value of the operator $\hat{B}$:

$$\tilde{c}_{1B}(t) = \frac{1}{Q} \text{tr}[e^{-\beta\hat{H}} \hat{B}] \equiv \langle \hat{B} \rangle. \quad (13)$$

It is therefore interesting to consider what happens in Equation 11 when $A_0(q_0) = 1$. Because the classical ring-polymer dynamics in Equation 10 conserves both the Boltzmann factor

$$e^{-\beta_0 H_{\phi}(p_0, q_0)} = e^{-\beta_0 H_{\phi}(p_t, q_t)} \quad (14)$$

and the phase-space volume element

$$d^n p d^n q = d^n p_t d^n q_t, \quad (15)$$

we have

$$\tilde{c}_{1B}(t) \simeq \frac{1}{(2\pi \hbar)^n Q_n} \int d^n p_t \int d^n q_t e^{-\beta_0 H_{\phi}(p_t, q_t)} B_n(q_t). \quad (16)$$

Relabeling $p_t$ and $q_t$ as $p$ and $q$, one sees that this is just the $n$-bead path integral expression for $\langle \hat{B} \rangle$. The RPMD approximation therefore becomes exact for $\hat{A} = \hat{1}$ in the limit as $n \to \infty$.

The last of these limiting cases is especially important for applications of the RPMD model to condensed-phase systems because it confirms that the (fictitious) classical dynamics of the ring polymers is at least consistent with the quantum mechanical equilibrium distribution, as one would expect from the connection between RPMD and PIMD. This implies, among other things, that an RPMD simulation at a given $NVT$ thermodynamic state point will sample the correct quantum mechanical configurational distribution (19) and that initially quantized ZPE will not flow unphysically from the high-frequency intramolecular modes to the low-frequency intermolecular modes during an RPMD simulation of a molecular liquid (29).

2.3. Nonlocal Operators

So far, we have only considered correlation functions involving local operators $A(q)$ and $B(q)$. However, the vast majority of correlation functions of interest in applications involve either local operators or their (Heisenberg) time derivatives, and correlation functions involving the time derivatives of local operators are also amenable to calculation within the RPMD approximation.

For example, the fact that the velocity operator is the Heisenberg time derivative of the position operator,

$$\hat{v} = \frac{i}{\hbar} [\hat{H}, \hat{q}], \quad (17)$$

can be used to show that the exact quantum mechanical Kubo-transformed velocity autocorrelation function,

$$\tilde{c}_{vv}(t) = \frac{1}{\beta Q} \int_0^\beta \text{tr}[e^{-(\beta - \lambda)\hat{H}} \hat{v}(0)e^{-\lambda\hat{H}} \hat{v}(t)]d\lambda, \quad (18)$$
is related to the position autocorrelation function,

\[ \tilde{c}_{qq}(t) = \frac{1}{\beta Q} \int_0^\beta \text{tr}[e^{-(\beta-\lambda)\hat{H}} \hat{q}(0)e^{-\lambda\hat{H}} \hat{q}(t)]d\lambda, \]  

(19)

by

\[ \tilde{c}_{vv}(t) = -\frac{d^2}{dt^2} \tilde{c}_{qq}(t). \]  

(20)

To develop an RPMD approximation to \( \tilde{c}_{vv}(t) \), we can therefore simply write down the approximation to \( \tilde{c}_{qq}(t) \),

\[ \tilde{c}_{qq}(t) \approx \frac{1}{(2\pi \hbar)^n Q} \int d^n p_0 \int d^n q_0 e^{-\beta H(p_0,q_0)} \bar{q}_0 \bar{q}_t, \]  

(21)

where

\[ \bar{q} = \frac{1}{n} \sum_{j=1}^n q_j, \]  

(22)

and differentiate (minus) this twice with respect to \( t \). Exploiting again the conservation of the ring-polymer Boltzmann factor in Equation 14 and the phase-space volume element in Equation 15, one finds that the result of this differentiation can be written in the form (19)

\[ \tilde{c}_{vv}(t) \approx \frac{1}{(2\pi \hbar)^n Q} \int d^n p_0 \int d^n q_0 e^{-\beta H(p_0,q_0)} \bar{v}_0 \bar{v}_t, \]  

(23)

where

\[ \bar{v} = \frac{1}{nm} \sum_{j=1}^n p_j. \]  

(24)

The RPMD approximation to the Kubo-transformed velocity autocorrelation function therefore emerges in an entirely natural way as involving the correlation between the velocities of the ring-polymer centroids at times 0 and \( t \).

### 2.4. Ring-Polymer Rate Theory

The simplest model for a bimolecular chemical reaction is a one-dimensional barrier transmission problem in which the potential energy \( V(q) \) tends toward zero as \( q \to -\infty \) (the reactant asymptote) and to a constant as \( q \to \infty \) (the product asymptote), with a reaction barrier somewhere in between.

According to Miller et al. (43), the exact quantum mechanical thermal rate coefficient for this reaction can be written as

\[ k(T) = \frac{1}{Q_r(T)} \lim_{t \to \infty} \tilde{c}_{f\bar{f}}(t) = \frac{1}{Q_r(T)} \int_0^\infty \tilde{c}_{f\bar{f}}(t)dt, \]  

(25)

where \( Q_r(T) = (m/2\pi \beta \hbar^2)^{1/2} \) is the reactant partition function per unit length (it would become the reactant partition function per unit volume for a reaction in three-dimensional space), and \( \tilde{c}_{f\bar{f}}(t) \) and \( \tilde{c}_{f\bar{f}}(t) \) are the (Kubo-transformed) flux-side and flux-flux correlation functions,

\[ \tilde{c}_{f\bar{f}}(t) = \frac{1}{\beta} \int_0^\beta \text{tr}[e^{-(\beta-\lambda)\hat{H}} \hat{f}(0)e^{-\lambda\hat{H}} \hat{f}(t)]d\lambda, \]  

(26)

and

\[ \tilde{c}_{f\bar{f}}(t) = \frac{1}{\beta} \int_0^\beta \text{tr}[e^{-(\beta-\lambda)\hat{H}} \hat{f}(0)e^{-\lambda\hat{H}} \hat{f}(t)]d\lambda. \]  

(27)
Here
\[ \hat{b} = b(\tilde{q} - q^\dagger) \] (28)
is a local (configurational) Heaviside operator that projects onto states on the product side of a transition-state dividing surface at \( s(q) = q - q^\dagger = 0 \), and
\[ \hat{f} = \frac{i}{\hbar} [\hat{H}, \hat{b}] \] (29)
is its Heisenberg time derivative—the operator for the flux of reactants through the dividing surface.

Because the flux operator is the time derivative of the side operator, and the side operator is a local operator, one can develop an RPMD approximation to the flux-side correlation function in Equation 26 by first writing down the RPMD expression for (minus) the side-side correlation function and then differentiating this once with respect to \( t \) (9). However, the resulting expression is not in the most useful form. It is possible to obtain a more convenient expression in which the correlation is transferred from an average over the ring-polymer beads to the ring-polymer centroid by noting that the rate coefficient depends only on the value of \( \tilde{c}_{fs}(t) \) in the limit as \( t \to \infty \) (10). The final result is the rate coefficient
\[ k_{RPMD}(T) = \frac{1}{Q_r(T)} \lim_{t \to \infty} \tilde{c}_{fs}(t), \] (30)
where
\[ \tilde{c}_{fs}(t) = \frac{1}{(2\pi \hbar)^n} \int d^np_0 \int d^nq_0 e^{-\beta H_n(p_0, q_0)} \tilde{v}_0 \delta(\tilde{q}_0 - q^\dagger) b(\tilde{q}_0 - q^\dagger), \] (31)
with \( \tilde{q} \) and \( \tilde{v} \) defined in Equations 22 and 24.

This is again simply a classical expression in the extended phase space of the ring polymer, and it again has a number of appealing features. These include the following.

### 2.4.1. High-temperature (classical) limit
In the high-temperature limit, in which the ring polymer shrinks to a single bead \( n = 1 \), Equation 31 becomes the classical flux-side correlation function, and \( k_{RPMD}(T) \) becomes the classical rate coefficient. This coincides with the exact quantum mechanical rate coefficient in the high-temperature limit.

### 2.4.2. Short-time (transition-state-theory) limit
The short-time limit of the RPMD flux-side correlation function in Equation 31 is especially interesting. As \( t \to 0_+ \), the step function in the displacement from the dividing surface \( b(\tilde{q}_0 - q^\dagger) \) can be replaced with a step function in the initial velocity \( b(\tilde{v}_0) \), and a straightforward calculation then shows that
\[ \frac{1}{Q_r(T)} \lim_{t \to 0_+} \tilde{c}_{fs}(t) = \frac{1}{2} \langle |v| \rangle_c \frac{Q(q^\dagger)}{Q_r(T)}, \] (32)
where the first factor is the (purely classical) thermal expectation value of \( \tilde{v}_0 b(\tilde{v}_0) \),
\[ \frac{1}{2} \langle |v| \rangle_c = \left( \frac{1}{2\pi \beta m} \right)^{1/2}, \] (33)
and \( Q(q^\dagger) \) is the centroid-constrained partition function
\[ Q(q^\dagger) = \frac{1}{(2\pi \hbar)^n} \int d^np_0 \int d^nq_0 e^{-\beta H_n(p_0, q_0)} \delta(\tilde{q}_0 - q^\dagger). \] (34)
The right-hand side of Equation 32 is the well-known centroid density (49, 50) quantum transition-state theory (QTST) approximation to the rate coefficient (51), which therefore emerges automatically from the short-time limit of RPMD rate theory.

It follows that the RPMD rate coefficient can be written equivalently as

\[ k_{\text{RPMD}}(T) = \lim_{t \to \infty} \kappa(t) k_{\text{QTST}}(T), \]  

where

\[ \kappa(t) = \frac{\tilde{c}_f(t)}{\tilde{c}_f(t \to 0^+)} \]  

is a dynamical (time-dependent) transmission coefficient. This transmission coefficient allows for recrossing of the transition-state dividing surface at \( q = q^\dagger \) and ensures that \( k_{\text{RPMD}}(T) \) will be independent of the choice of this dividing surface (10). As in the classical case, one can show that \( \kappa(t) \leq 1 \), so the QTST rate coefficient provides an upper bound on the RPMD rate coefficient. In effect, RPMD rate theory is to QTST what the fully dynamical classical rate theory is to classical transition-state theory.

2.4.3. Parabolic barrier (shallow-tunneling) limit. When the potential \( V(q) \) is that of a parabolic barrier, \( V(q) = -\frac{1}{2} m \omega^2 q^2 \), an exact quantum mechanical calculation gives

\[ Q_r(T) k(T) = \lim_{t \to \infty} \tilde{c}_f(t) = \frac{k_B T}{b} \frac{\beta h \omega b / 2}{\sin(\beta h \omega b / 2)}. \]  

(37)  

RPMD rate theory has been shown to reproduce this exact result in the limit as \( n \to \infty \) (9), and it therefore correctly captures the shallow tunneling through a parabolic barrier.

2.4.4. Low-temperature (deep-tunneling) limit. More importantly, Richardson & Althorpe (40) have recently shown that the RPMD rate coefficient is also expected to be accurate in the deep quantum tunneling regime, where the parabolic approximation to the reaction barrier becomes irrelevant.

The onset of this deep tunneling regime is at the critical reciprocal temperature \( \beta_c = 2\pi / h \omega b \) (critical temperature \( T_c = h \omega b / 2\pi k_B \)), at which the right-hand side of Equation 37 diverges. Below this crossover temperature, a highly accurate semiclassical description of the tunneling exists in terms of instantons—periodic orbits in imaginary time with period \( \beta h \) (52). A finite-difference approximation to the instanton trajectory appears as a saddle point on the ring-polymer potential energy surface (40), and Richardson & Althorpe were able to use this fact to establish a connection between [the uniform, \( \text{Im } F \) version (53, 54) of] instanton theory and ring-polymer rate theory. It follows from their analysis of this connection that RPMD will generally underestimate the rate of a reaction with a symmetric barrier and overestimate the rate of a reaction with an asymmetric barrier in the deep quantum tunneling regime. However, the underestimation and overestimation are only slight: In the temperature range between \( T_c \) and \( T_c / 2 \), in which the purely classical rate coefficient is typically in error by several orders of magnitude, the error in the RPMD rate coefficient is expected to be less than a factor of 2 (40). These theoretical predictions have since been confirmed in numerous low-dimensional reaction-rate calculations for which exact quantum mechanical results are available for comparison (27, 33, 37).

2.5. Multidimensional Generalization

All the equations given above are for a one-dimensional system with a Hamiltonian of the form in Equation 7. However, the great strength of (imaginary-time) path integrals is that they are
straightforward to generalize to systems with more degrees of freedom, especially when the temperature is sufficiently high that identical atom exchange effects can be ignored (as is certainly the case in most condensed-phase systems, ranging from liquid water at room temperature to liquid \textit{para}-hydrogen at 14 K).

The generic multidimensional problem involves a system containing $N$ atoms with a Hamiltonian of the form

$$\hat{H} = \sum_{i=1}^{N} \frac{\hat{p}_i^2}{2m_i} + V(\hat{q}_1, \ldots, \hat{q}_N), \quad \text{(38)}$$

where $\hat{p}_i$ and $\hat{q}_i$ are the three-dimensional momentum and position operators of atom $i$. Assuming that the atoms can be regarded as distinguishable, the $n$-bead path integral expression for the partition function of this system has exactly the same form as Equation 8,

$$Q_n = \frac{1}{(2\pi \hbar)^f} \int d^f p \int d^f q e^{-\beta_n H_n(p, q)}, \quad \text{(39)}$$

where $f = 3Nn$ is the total number of Cartesian degrees of freedom, and

$$H_n(p, q) = H_0^n(p, q) + \sum_{j=1}^{n} V(q_{1,j}, \ldots, q_{N,j}), \quad \text{(40)}$$

with

$$H_0^n(p, q) = \sum_{i=1}^{N} \sum_{j=1}^{n} \left[ \frac{\left| \hat{p}_{i,j} \right|^2}{2m_i} + \frac{1}{2} m_i \omega_n^2 \left| q_{i,j} - q_{i,j-1} \right|^2 \right]. \quad \text{(41)}$$

is the appropriate multidimensional generalization of the ring-polymer Hamiltonian in Equation 9. Just as in the one-dimensional case, this is the classical Hamiltonian of an extended system containing $n$ copies of the original system, with (the same atoms in) neighboring copies connected by harmonic springs.

Given these definitions, all the other aspects of RPMD (and indeed PIMD) carry over to the multidimensional case in a straightforward way. For example, Equation 23 generalizes to give the RPMD approximation to the Kubo-transformed velocity autocorrelation function of a tagged atom $i$ in a liquid as

$$\tilde{c}_v(t) \simeq \frac{1}{(2\pi \hbar)^f} \int d^f p_0 \int d^f q_0 e^{-\beta_n H_n(p_0, q_0)} \tilde{v}_t \cdot \bar{v}, \quad \text{(42)}$$

where

$$\bar{v} = \frac{1}{nm_i} \sum_{j=1}^{n} \hat{p}_{i,j}, \quad \text{(43)}$$

and Equation 31 generalizes to give the RPMD approximation to the flux-side correlation function of a chemical reaction as

$$\tilde{r}_{\text{fs}}(t) = \frac{1}{(2\pi \hbar)^f} \int d^f p_0 \int d^f q_0 e^{-\beta_n H_n(p_0, q_0)} v_s(p_0, q_0) \delta[s(q_0)] \delta[t(s(q_0))], \quad \text{(44)}$$

where the (multidimensional) dividing surface between reactants and products in ring-polymer coordinate space has been written here as $s(q) = 0$, and the initial velocity factor $v_s(p_0, q_0)$ in Equation 44 is therefore

$$v_s(p, q) = \sum_{i=1}^{N} \sum_{j=1}^{n} \frac{\partial s(q)}{\partial q_{i,j}} \frac{p_{i,j}}{m_i}. \quad \text{(45)}$$
3. IMPLEMENTATION

3.1. Preliminary Observations

Because RPMD is simply classical MD in an extended phase space, its implementation can borrow from the wealth of techniques that have been developed for performing classical MD simulations (1, 2). However, there are two special features of the RPMD equations of motion to keep in mind when implementing the method, both of which stem from the presence of the harmonic spring terms in the free ring-polymer Hamiltonian in Equation 41.

Because $ω_n = n/(βℏ)$, these springs can become very stiff in simulations that require a large number of beads. As a result of this stiffness, the classical dynamics generated by the ring-polymer Hamiltonian will almost certainly not be ergodic (55), so even a very long $N\text{VE}$ trajectory will not explore the full microcanonical phase space. One way around this difficulty is to accumulate the RPMD correlation function by time averaging along a number of shorter $N\text{VE}$ trajectories whose initial conditions (ring-polymer coordinates and momenta) are taken from uncorrelated snapshots of a thermostatted ($N\text{VT}$) PIMD simulation (56). This has the dual effect of correctly sampling the Boltzmann weight in the correlation function and ensuring that each new $N\text{VE}$ trajectory explores a different region of microcanonical phase space. Some simple but effective stochastic thermostats for the initial PIMD stage of this calculation are described in Reference 57.

Another consequence of the stiff spring terms in the ring-polymer Hamiltonian is that the internal modes of the ring polymer vibrate rapidly. In a problem in which the highest physical frequency is $ω_{\text{max}}$, the fastest ring-polymer mode vibrates at a frequency as high as $Ω_{\text{max}} = \sqrt{ω_{\text{max}}^2 + (2n/βℏ)^2}$. Because the path integral only begins to converge once $n > βℏω_{\text{max}}$, it will certainly be true that $Ω_{\text{max}} > \sqrt{5}ω_{\text{max}}$, and $Ω_{\text{max}}$ will typically be several times larger than this in a fully converged calculation. It follows that if one were to use the standard velocity Verlet method (2) to integrate the ring-polymer equations of motion, it would be necessary to employ a significantly smaller time step than in a classical MD simulation. However, this difficulty can largely be eliminated by replacing the free particle evolution step of the velocity Verlet method with an exact evolution under the influence of the free ring-polymer Hamiltonian in Equation 41. With this modification, the rapid vibrations of the internal modes of the ring polymer are followed more accurately, and one can typically get away with a time step that is similar to the one employed in classical MD. The implementation of this modified velocity Verlet method is also described in Reference 57.

3.2. Ring-Polymer Contraction

Once the above considerations have been taken into account, one is still left with the seemingly inescapable fact that an RPMD simulation will be $n$ times more expensive than a classical simulation, owing to the need to evaluate the forces associated with the potential

$$V_{n}(\mathbf{q}) = \sum_{j=1}^{n} V(q_{1,j}, \ldots, q_{N,j})$$

in Equation 40. Remarkably, even this computational overhead can largely be eliminated, at least in simulations with empirical force fields, with the help of some recently developed ring-polymer contraction techniques (58–60).

These techniques are based on the observation that the physical potential acting on each bead of the ring-polymer necklace, $V(q_1, \ldots, q_N)$, can typically be decomposed into a sum of a rapidly varying short-range contribution, $V_S(q_1, \ldots, q_N)$, and a slowly varying long-range contribution, $V_L(q_1, \ldots, q_N)$. For example, the part of $V(q_1, \ldots, q_N)$ that arises from coulomb interactions...
between partial charge sites in different molecules,

\[ V(q_1, \ldots, q_N) = \sum_{i=1}^{N} \sum_{i' \neq i}^{N} \frac{z_i z_{i'}}{4\pi\epsilon_0 |q_i - q_{i'}|} \]  

(47)
can be decomposed into a short-range contribution,

\[ V_S(q_1, \ldots, q_N) = \sum_{i=1}^{N} \sum_{i' \neq i}^{N} \frac{z_i z_{i'}}{4\pi\epsilon_0 |q_i - q_{i'}|} \left[1 - f(|q_i - q_{i'}|)\right], \]

(48)
and a long-range contribution,

\[ V_L(q_1, \ldots, q_N) = \sum_{i=1}^{N} \sum_{i' \neq i}^{N} \frac{z_i z_{i'}}{4\pi\epsilon_0 |q_i - q_{i'}|} f(|q_i - q_{i'}|). \]

(49)
where the switching function

\[ f(r) = \begin{cases} 
2(r/\sigma) - 2(r/\sigma)^3 + (r/\sigma)^4, & r \leq \sigma \\
1, & r \geq \sigma 
\end{cases} \]

(50)
ensures that (a) the interactions in \( V_S(q_1, \ldots, q_N) \) vanish continuously at \( r = \sigma \) and (b) the interactions in \( V_L(q_1, \ldots, q_N) \) can be made arbitrarily slowly varying by increasing \( \sigma \).

Once the interactions in \( V_L(q_1, \ldots, q_N) \) are sufficiently slowly varying over the length scale of the ring polymer (which can be estimated from the free-particle radius of gyration \( \sqrt{\beta \hbar^2 / 4m_i} \)), where \( m_i \) is the mass of the lightest atom in the system), it ceases to be necessary to evaluate this part of the potential on each bead: It can be evaluated instead on a contracted ring polymer with fewer than the full \( n \) beads (58). In the extreme case in which the ring polymer is contracted all the way to its centroid, this boils down to approximating \( V_a(q) \) in Equation 46 by (59)

\[ V_a(q) \approx \sum_{j=1}^{n} V_S(q_{1,j}, \ldots, q_{N,j}) + nV_L(q_1, \ldots, q_N). \]

(51)
or equivalently

\[ V_a(q) \approx \sum_{j=1}^{n} \left[ V_S(q_{1,j}, \ldots, q_{N,j}) - V_S(q_{1}, \ldots, q_{N}) \right] + nV(q_1, \ldots, q_N). \]

(52)
where

\[ \bar{q}_i = \frac{1}{n} \sum_{j=1}^{n} q_{i,j}. \]

(53)

The computational advantage of this approximation is clear from Equation 52. The full potential \( V(q_1, \ldots, q_N) \) is evaluated just once on the ring-polymer centroid, with the same effort as in a classical MD simulation, leaving a comparatively inexpensive short-range correction to be applied to each bead. Note also that this is the only approximation one has to make: The forces that enter the ring-polymer equations of motion then follow directly from the chain rule and yield a dynamics that exactly conserves the approximate ring-polymer Hamiltonian in which \( V_a(q) \) is replaced by the right-hand side of Equation 52.

When this procedure is applied to an empirical water model, one finds that evaluating the coulomb interactions beyond \( \sigma = 5 \, \text{Å} \) on the centroid rather than each bead has a negligible effect on the computed properties of the room-temperature liquid, yet it reduces the computational effort to close to that of a classical simulation in the limit of large system size (59). Ring-polymer
contraction therefore makes large-scale RPMD (and indeed PIMD) simulations of systems described by empirical force fields entirely feasible. A more complete discussion of the ring-polymer contraction scheme just outlined is given in Reference 59, the contraction to a ring polymer with an intermediate number of beads is discussed in Reference 58, and a generalized ring-polymer contraction scheme for systems with polarizable force fields is described in Reference 60.

It would clearly be a great deal more difficult to construct a ring-polymer contraction scheme for an ab initio force field, which does not separate so conveniently into short- and long-range contributions. There has, however, been some exciting recent progress in finding alternative ways to make path integral simulations with ab initio force fields more tractable. This can be done efficiently for small systems by adopting a higher-order (more rapidly convergent) path integral discretization (61, 62) and for arbitrarily large systems by accelerating the convergence of the standard discretization with respect to the number of beads by augmenting its dynamics with a generalized Langevin equation (63, 64). Significant progress has been made in both these directions, although so far only for the calculation of static equilibrium properties using PIMD.

### 3.3. Sampling Rare Events

Because they are based on classical MD in an extended phase space, essentially all the techniques developed over the years for performing classical MD simulations can in principle be adopted and used to improve the efficiency of RPMD and PIMD. These include even the comparatively sophisticated techniques that have now been developed to improve the sampling of rare events, such as milestoning (65), transition path sampling (66), and metadynamics (67).

In fact, there are already several examples in the literature of the use of one of the earliest rare-event techniques to facilitate RPMD calculations. An activated chemical reaction is a rare event at low temperatures, at which there is only a small probability that a spontaneous thermal fluctuation will bring the system to the top of the reaction barrier. In principle, one could calculate the RPMD rate simply by running an ensemble of RPMD trajectories from the equilibrated reactant phase space and waiting to see how long they take (on average) to react—and this would give the correct result. However, it would be a highly inefficient way to proceed at low temperatures. A far more practical way to calculate the rate is to use the theory outlined in Section 2.4 and, in particular, the expression for $k_{\text{RPMD}}(T)$ in Equation 35.

This expression is a product of two factors: a statistical QTST rate coefficient $k_{\text{QTST}}(T)$ and a dynamical transmission coefficient $\kappa = \lim_{t \to \infty} \kappa(t)$. The classical Bennett-Chandler method (68, 69) can easily be adapted to calculate the first of these factors from a thermodynamic integration along a reaction coordinate from the reactant region to the transition state, and the second factor can be calculated by initiating an ensemble of RPMD trajectories on the transition-state dividing surface $s(q) = 0$ and following them to see whether they react. This is how the vast majority of RPMD rate calculations have been performed to date. Full implementational details are given for condensed-phase reactions in References 22, 23, 34, and 35 and for gas-phase reactions in References 27, 33, and 70.

There is also already at least one instance in the literature in which transition path sampling of the reactive RPMD ensemble has been used to shed light on the mechanism of a chemical reaction (35), and we expect to see many more calculations of this sort in the future.

### 4. APPLICATIONS

In the previous sections, we have outlined the formal properties and efficient implementation of RPMD. We now review illustrative applications of the method to a range of molecular systems and dynamical processes.
4.1. Dynamics in Liquid Hydrogen

The earliest condensed-phase simulations using RPMD explored the self-diffusion of low-temperature liquid para-hydrogen (19), a benchmark system that has been investigated using numerous approximate quantum dynamical methods (71–75). RPMD simulations revealed that the self-diffusion coefficient depends significantly on the size of the simulation cell, showing that it can be misleading to compare the results of different quantum dynamical methods obtained using different system sizes. The system-size effect, which was originally identified in classical simulations of dilute polymers (76) and neat liquids (77), arises from the hydrodynamic interaction of each particle with its periodic images. The discovery of the effect in a quantum simulation was made possible by (a) the efficiency of RPMD, which enabled the rapid simulation of multiple system sizes with small statistical uncertainty, and (b) the preservation of the quantum Boltzmann distribution in RPMD, which allowed long, microcanonical trajectories to capture the multiple timescale effects associated with the coupling between individual particle diffusion and collective motions in the liquid.

This study of para-hydrogen also illustrated the importance of including quantum statistical effects in the simulation of liquid dynamics (19, 78). For NVT simulations performed at thermodynamic state points associated with low external pressure, quantum dispersion dictates whether the system lies in the liquid phase or the liquid-vapor coexistence region of the phase diagram (78). Classical trajectories that neglect the effective swelling of the molecules owing to nuclear quantum effects were shown to phase separate, developing a sizable bubble in the simulation cell and exhibiting substantial artifacts in the calculated self-diffusion coefficient; the automatic inclusion of quantum dispersion in RPMD simulations avoids such problems (19).

4.2. Dynamics in Liquid Water

Liquid water, even at ambient temperatures, presents a more challenging condensed-phase problem for quantum simulation methods, as it exhibits a broad spectrum of coupled timescales that ranges from high-frequency O-H stretches to low-frequency librations and diffusive modes.

The first application of RPMD to liquid water employed the rigid simple point-charge SPC/E model of water under ambient conditions (20). Previous work had thoroughly characterized changes in the static properties of water due to tunneling and ZPE (79, 80), yet only a handful of studies had probed such effects on the dynamics of water (81–84). In broad agreement with other simulation methods, the rigid-water RPMD simulations predicted an approximately 30% decrease in the timescales for orientational relaxation and translational diffusion due to quantum effects. The faster dynamics observed upon quantization of these water models arises from the fact that ZPE and tunneling in the (low-inertia) orientational degrees of freedom lead to more rapid reorganization of the hydrogen-bonding network and increased translational diffusion (20). As in the study of liquid para-hydrogen, the RPMD water simulations also revealed a pronounced system-size dependence of the self-diffusion coefficient due to hydrodynamic effects (20).

A more recent RPMD study has revealed that simulations based on rigid models capture only half the story of quantum effects in liquid water (28). Using the flexible q-TIP4P/F water model, Habershon et al. found that quantization of the anharmonic O-H stretching modes actually counteracts the enhanced diffusivity arising from quantized orientational motion. Quantum ZPE increases the length of the anharmonic O-H bond, which correspondingly increases the molecular dipole moment and causes a tightening of the hydrogen-bonding network in the liquid (85); this tightening partially mitigates the enhancement in water diffusivity upon quantization. The combined impact of quantum effects on the self-diffusion coefficient of the flexible water model
is only a 15% increase, approximately half of that observed for the rigid water model. Recent studies have shown that these competing quantum effects also arise in other hydrogen-bonded systems (86) and that they are fundamentally connected to the experimentally observed isotopic fractionation of hydrogen between the liquid and vapor phases of water (87).

Quantum simulations of flexible liquid water also provide insight from a methodological perspective. In comparison to the modest increase in water diffusivity upon quantization predicted from RPMD (28), simulations performed using the LSC-IVR predict an effect that is approximately three times larger (88). This discrepancy has since been traced to an artifact of the LSC/IVR methodology: Unphysical ZPE leakage from the initially quantized vibrational modes in the semiclassical dynamics leads to heating of the low-frequency diffusive modes at a rate of 470 K ps$^{-1}$ over the first 0.5 ps (29). RPMD simulations avoid such problems by being consistent with the quantum mechanical equilibrium distribution.

### 4.3. Zero-Point Energy Effects

Normal and inverse kinetic isotope effects provide a useful way to characterize reactive processes in molecular systems. Generally speaking, normal isotope effects occur when the transition state is less confined than the reactant species, which results in a decrease in ZPE at the transition state and faster reaction rates upon inclusion of quantum effects, or upon substitution of heavy isotopes with lighter ones. Inverse isotope effects occur when the transition state is more confined than the reactants, which results in an increase in ZPE at the transition state and a reversal of the normal isotopic trend—although when the temperature becomes low enough for tunneling to dominate, the lighter isotopes begin to react faster than the heavy ones again.

The ability of RPMD to accurately describe inverse isotope effects was first demonstrated for diffusion-controlled reactions of hydrogen isotopes in water (23). At 300 K, classical MD simulations predict that muonium, an isotope of hydrogen with approximately one-ninth the mass, diffuses more rapidly through water than either hydrogen or deuterium, owing to its greater Maxwellian root-mean-square velocity; this prediction starkly contradicts experimental results that show all three species to have similar diffusion constants. Inclusion of nuclear quantization via the RPMD method, however, leads to diffusion rates that are in much better agreement with experiment. The quantum effect here is clearly an inverse kinetic isotope effect, as switching on quantum fluctuations inhibits the diffusion of muonium more than that of hydrogen. In the ring-polymer picture, inverse isotope effects occur because the ring polymers of lighter atoms are more swollen than those of heavy atoms at the same temperature, and their motion through confined regions of space is therefore more strongly inhibited (23).

At 8 K, where the diffusion of interstitial atoms in ice is governed by tunneling-mediated hopping between neighboring cavities in the ice structure, RPMD was found to yield a muonium intercavity hopping rate within a factor of three of the experimental value (23). Because of the extreme quantum nature of this process, the RPMD hopping rate for hydrogen was found to be ten orders of magnitude smaller than that for muonium, and indeed the diffusion of hydrogen atoms in ice has not been observed experimentally below 40 K (23).

An even richer diversity of dynamical behavior was observed in an application of RPMD to a binary supercooled liquid near its glass transition (36, 39). Figure 1 presents the calculated diffusion coefficient of a tagged particle in the liquid as a function of $\Lambda^*$, the ratio of the thermal de Broglie wavelength of the particle to its diameter. As quantum mechanical effects are switched on by increasing $\Lambda^*$ from 0, the diffusion coefficient is initially unchanged because a modest swelling of the ring polymers is accommodated by the available space between the particles (Figure 1a). However, a further increase in $\Lambda^*$ leads to a marked decrease in the diffusion constant because
The ring-polymer molecular dynamics (RPMD) self-diffusion coefficient of a particle in a glassy binary fluid as a function of the magnitude of quantum fluctuations in the system, characterized by $\Lambda^*$, the ratio of the thermal de Broglie wavelength of the particle to its diameter (36, 39). All quantities are reported in reduced units. Panels a–c show snapshots taken from the simulations at three different values of $\Lambda^*$. For clarity, the full ring polymer is only shown for one particle (red), and all other particles are represented by their centroids. Figure adapted from References 36 and 39.

the ring polymers are more swollen and must now push past each other to diffuse (Figure 1b). Finally, in the regime of large $\Lambda^*$, the diffusion constant again increases as the diffusion becomes dominated by quantum tunneling, and the quantized particles delocalize across multiple solvation sites in the liquid (Figure 1c).

Yet another example is provided by the Mu$^+$H$_2$ $\rightarrow$ MuH$^+$H gas-phase reaction, which exhibits a notoriously large inverse kinetic isotope effect because of the difference in ZPE between its reactants and products. Throughout the temperature range 200–1,000 K, the RPMD rate coefficient for this reaction is found to be within 5% of the exact quantum mechanical result (37). This is a case in which the RPMD rate is uncharacteristically accurate, reflecting just how well the method captures ZPE effects. More typical RPMD results for gas- and condensed-phase reactions are discussed in the following section.

4.4. Tunneling in Chemical Dynamics

An important application domain for RPMD is the calculation of chemical reaction rates and the analysis of reaction mechanisms in tunneling processes. Initial applications of RPMD to the thermal rate problem addressed standard benchmark systems, including the Eckart barrier (9, 10) and the linearly coupled system-bath model (9). These studies demonstrated various advantageous features of the method, including the insensitivity of the calculated reaction rate to the choice dividing surface, the accurate description of both shallow- and deep-tunneling regimes, and the
correct prediction of the Kramers’ turnover effect upon increased coupling between the reactive system and its environment (9).

Rate calculations in gas-phase molecular systems provide a practical realization of the formal connections between RPMD and semiclassical instanton theory (40). For the symmetric H + H₂ reaction, classical MD predicts a reaction rate at 200 K that is more than three orders of magnitude smaller than the exact result (27); RPMD simulations yield a rate that is only 21% lower than the exact result, in accordance with the expectation that the method slightly underestimates rates for deep tunneling across a symmetric barrier (40). For the asymmetric H + CH₄ reaction, RPMD somewhat overestimates the low-temperature reaction rate, which is also anticipated from its connection to instanton theory (33, 40). However, even at 225 K, for which classical MD is in error by three orders of magnitude, RPMD remains within a factor of two of the exact result.

In addition to providing good accuracy in comparison with known exact results, RPMD substantially expands the range of feasible calculation of quantized reaction rates. For example, it is not currently possible to converge the exact quantum rate calculation for the H + CH₄ system above 400 K, a regime of primary interest in hydrocarbon combustion chemistry. However, RPMD rate calculations capture the essential quantum mechanical features of this reaction and were readily converged at temperatures ranging from 200 K to 2,000 K (33).

Reactive tunneling in condensed-phase molecular systems has also been studied using RPMD. The earliest such application addressed the proton transfer reaction between phenol and trimethylamine in a polar solvent at 249 K (22). Quantum tunneling and ZPE effects play an important role in this reaction, augmenting the classical rate by approximately four orders of magnitude. Interestingly, the calculated RPMD proton transfer rate for this system is several times smaller than those of various other quantum dynamics methods that have been applied to the problem (89–93). As there are no exact results for this system, assessment of the relative accuracy for the various methods is not possible. However, unlike the other methods applied to this system, RPMD rigorously accounts for trajectory recrossing associated with a given choice of dividing surface. The degree of trajectory recrossing was used to assess the relative quality of different transition-state descriptions for the reaction, and it was shown that solvent polarization provides a better reaction coordinate than one based on the donor-proton-acceptor bond lengths in the system.

Finally, in the largest-scale application of RPMD to date, the method was employed to investigate hydride transfer in Escherichia coli dihydrofolate reductase (DHFR) (35), an important prototype for the role of protein motions in enzyme catalysis (see Figure 2). By combining RPMD with transition path sampling methods (66), Boekelheide et al. generated the full ensemble of reactive trajectories and distinguished between the effects of statistical and dynamical correlations on the hydride transfer mechanism. This analysis conclusively demonstrated that although protein motions are statistically correlated with the hydride transfer over a length scale of nanometers, dynamical correlations decay on much shorter length scales, essentially vanishing at distances of 4–6 Å from the transferring hydride. In addition, RPMD simulations confirm that quantum tunneling significantly enhances the hydride transfer rate in DHFR. The success of this study emphasizes that RPMD is a promising tool for advancing the mechanistic understanding of enzymatic reactions involving hydrogen transfer, electron transfer, or proton-coupled electron transfer processes, for which kinetic isotope effects play a key role in connecting theory with experiment (94–96).

5. LIMITATIONS

Despite the success of the applications described above, RPMD does have some important limitations. These include the presence of unphysical frequencies in calculated spectra, a related issue that
5.1. Spurious Frequencies

After a normal mode transformation (57, 58, 97), the ring-polymer Hamiltonian for a one-dimensional harmonic oscillator with frequency $\omega$ can be written as

$$H_{\omega}(\dot{p}, \dot{q}) = \sum_{k=0}^{n-1} \left[ \frac{p_k^2}{2m} + \frac{1}{2} m \omega_0^2 q_k^2 \right].$$

(54)

where

$$\omega_k = \sqrt{\omega^2 + \left( \frac{2\pi}{\beta \hbar} \right)^2 \sin^2(k\pi/n)}.$$  

(55)

In RPMD, the centroid mode ($k = 0$) therefore oscillates at the harmonic frequency $\omega$, whereas the other normal modes oscillate at higher frequencies that depend on the number of beads and on the temperature. These internal-mode oscillations are unrelated to the dynamics of the physical potential; they are artificial oscillations that arise from the structure of the extended phase space.

Figure 2

The hydride transfer reaction catalyzed by DHFR. (a) The enzyme active site is shown with the hydride (green) in the ring-polymer representation and with the donor and acceptor carbon atoms in purple. (b) The free-energy profile for the reaction, obtained using classical molecular dynamics (MD) (red) and ring-polymer molecular dynamics (RPMD) (blue). (c) The time-dependent transmission coefficient corresponding to the dividing surface at the free-energy maximum, obtained using classical MD (red) and RPMD (blue). Figure adapted from Reference 35.
In many applications, the high-frequency oscillations of the ring polymer do not matter, because they are well separated from the dynamics of physical interest. For example, diffusion coefficients are the zero-frequency components of velocity autocorrelation spectra, and chemical reaction rates are the zero-frequency components of reactive flux autocorrelation spectra. However, problems do arise when using RPMD to calculate absorption spectra in systems containing high-frequency physical vibrations (26), as illustrated by a recent RPMD simulation of the dipole absorption spectrum of room-temperature liquid water (97).

In this simulation, the RPMD approximation was found to give good agreement with the experimental absorption spectrum in the low-frequency librational and intermediate-frequency water bending regions but poor agreement in the high-frequency O-H stretching region (97). An analysis of the calculation showed that the stretching region of the spectrum was contaminated by the internal modes of the ring polymer, resulting in a series of spurious peaks with strongly temperature-dependent frequencies (97). It was also shown how the contamination could be removed by decreasing the masses of the internal modes so as to push the spurious frequencies beyond the spectral range of interest, as is done in the partially adiabatic implementation of CMD (74).

The lesson to be learned from this is that the spectral information produced by RPMD is not to be trusted at frequencies above the first free ring-polymer excitation frequency, \( \omega_1 = (2n/\beta \hbar) \sin(\pi/n) \approx 2\pi/\beta \hbar \), which corresponds to a wave number of approximately 1,300 cm\(^{-1}\) at 300 K (98). Among other things, this precludes the use of RPMD to calculate the high-frequency components of the force-force autocorrelation spectra that govern the relaxation rates of vibrationally excited molecules in liquids (99, 100), and the adiabatic CMD modification does not seem to help in this case (101).

### 5.2. The Nonlinear Operator Problem

A second important limitation of RPMD is its poor performance for the correlation functions of nonlinear operators. Consider the calculation of correlation functions for the simple harmonic oscillator, \( V(q) = \frac{1}{2}m\omega^2q^2 \). RPMD gives the exact quantum mechanical result when one of the correlated operators is a linear function of position or momentum (8). However, in the case of the nonlinear operator \( \hat{q}^2 \), the exact quantum mechanical Kubo-transformed autocorrelation function is

\[
\tilde{c}_{q^2}(t) = \left( \frac{\hbar}{2m\omega} \right)^2 \left[ \frac{2\beta h\omega}{\beta h\omega} \coth 2\beta h\omega + 2 \coth^2 \frac{\beta h\omega}{2} - 1 \right], \tag{56}
\]

whereas the RPMD result is

\[
\tilde{c}_{q^2}(t) \simeq \left( \frac{\beta m}{\omega} \right)^2 \left[ \sum_{l=0}^{n-1} \frac{1}{\omega_k} (\cos 2\omega_k t + 1) + \sum_{k=0}^{n-1} \sum_{l=0}^{n-1} \frac{1}{\omega_k \omega_l} \right], \tag{57}
\]

where \( \omega_k \) and \( \omega_l \) are defined in Equation 55. From these equations, we see that, although the RPMD autocorrelation function does have a component \( (k = 0) \) that oscillates at the correct frequency \( 2\omega_0 \), there are additional, spurious components that arise from the internal modes of the ring polymer and contaminate the time signal (102).

This difficulty with nonlinear operators is not restricted to simple model problems: It can also appear in real-world applications. An interesting example is provided by RPMD simulations of the inelastic neutron scattering from liquid para-hydrogen (21). Here incoherent dynamic structure factors were calculated by correlating the nonlinear operators \( e^{\pm i\kappa \hat{q}} \). For low values of the momentum transfer \( \hbar|\kappa| \), these operators are approximately linear functions of the position operator \( \hat{q} \), and RPMD gives good agreement with experimental data. However, as \( |\kappa| \) increases,
the correlated operators become increasingly nonlinear, and the calculated dynamic structure factors become contaminated by the ring-polymer internal modes.

The problem can be avoided in the case of incoherent neutron scattering by adopting the well-known Gaussian approximation to the self part of the intermediate scattering function (103), which depends only on the velocity autocorrelation function and is therefore accurately calculated by RPMD (21). More generally, the nonlinear operator problem can be mitigated to a large extent in low-temperature systems such as liquid para-hydrogen by using maximum entropy analytic continuation (MEAC) techniques (104–109) to refine the RPMD correlation function (75). Because analytic continuation is most effective at low temperatures where the thermal time $\beta \hbar$ is long (110), and the RPMD prior becomes exact at high temperatures where the analytic continuation is ineffective, the RPMD and MEAC methods are complementary, and the combination of the two is better than either in isolation (75). Moreover, the imaginary-time data that are used as input for the analytic continuation can be extracted directly from the RPMD trajectories.

5.3. Lack of Real-Time Coherence

The central assumption of the RPMD approach is that real-time quantum coherences dissipate rapidly in condensed-phase chemical systems. By sampling the exact quantum Boltzmann distribution, the method rigorously includes quantum statistical effects such as ZPE and static tunneling, but the lack of phase information in the RPMD equations of motion clearly prohibits the description of quantum coherences that persist beyond the thermal time $\beta \hbar$.

As evidenced by the successful applications of the RPMD method described in Section 4, this assumption generally holds for condensed-phase chemical systems at ambient temperatures. However, notable breakdowns have been identified and characterized for gas-phase scattering processes (25) and for electron transfer (ET) in the Marcus inverted regime (34).

The effect of dissipative solvent interactions on the accuracy of the method is illustrated by a study of the diffusive dynamics of an excess electron in supercritical fluid helium at various densities (25). Using a one-electron pseudopotential to describe the electron-helium interactions, the dynamics of the excess electron was considered over a broad range of fluid densities, and the accuracy of the RPMD model was tested against numerically exact path integral statistics through the use of MEAC techniques. At densities typical of dense liquids, the RPMD correlation functions were found to be in excellent agreement with the analytical continuation constraints. In this regime, the electron is strongly localized in a solvent cavity and exhibits a large energy gap between its ground- and first-excited electronic states; the dominant quantum effects in this regime are ZPE and tunneling effects associated with electron hopping between neighboring solvent cavities. At lower densities, however, the excess electron exhibits coherent quantum dynamics as it cascades off of dilute helium scatterers; in this regime, the RPMD dynamics deviates substantially from the results that include the MEAC correction. This deviation accompanies the breakdown of the underlying assumptions of RPMD.

The strengths and weaknesses of the method are also illustrated by its performance for ET reactions. The accuracy of RPMD was recently investigated in the context of mixed-valence ET reactions in water, where it was compared with the predictions of Marcus theory (111), semiclassical instanton theory, and exact quantum dynamics calculations (34). Simulations were performed using all-atom potential energy surfaces that include explicit water molecules and electron-molecule pseudopotentials (112), as well as with system-bath models for ET in a polar solvent.

Figure 3 compares thermal rate constants obtained using RPMD and Marcus theory for mixed-valence ET reactions as a function of the thermodynamic driving force (34). This comparison includes no adjustable parameters, emphasizing that the RPMD reaction rates are in excellent...
Figure 3

(a) Ring-polymer molecular dynamics (RPMD) (red) and Marcus theory (black) rates for mixed-valence electron transfer (ET) in liquid water as a function of the thermodynamic driving force for the reaction. Excellent agreement is found throughout the normal and barrierless regimes for electron transfer. Deviations in the inverted regime result from the important role of electronic-state resonance in the real-time dynamics. (b) Marcus parabolas for the reactant (right) and product (left) electronic diabats as a function of the solvent polarization, $s$. The arrows indicate the solvent configurations that maximally contribute to the RPMD ET rate. (c) Normalized flux-flux autocorrelation functions for ET at various thermodynamic driving forces, calculated using exact quantum dynamics for cases I (black), II (blue), III (purple), and IV (red). Figure adapted from Reference 34.
agreement with the predictions of Marcus theory throughout the normal and activationless regimes for ET (\(-\Delta G^\circ < 70\) kcal mol\(^{-1}\) in this system). However, the figure also demonstrates that the success of the RPMD method does not extend into the Marcus inverted regime. The RPMD rates are seen to be only weakly dependent on the increasing driving force in the inverted regime (\(-\Delta G^\circ > 70\) kcal mol\(^{-1}\)), rather than exhibiting the characteristic turnover predicted by Marcus theory.

Deviation of the RPMD results from Marcus theory in the inverted regime is also clear upon inspection of the calculated ET mechanism (34). Figure 3\(b\) presents the free-energy parabolas for the reactant and product electronic diabats as a function of the solvent polarization; also indicated are the solvent configurations that maximally contribute to the ET rate. In the normal and activationless regimes, RPMD correctly predicts an ET transition state at the crossing of the electronic diabats. However, in the inverted regime, the ET transition-state configurations are predominantly located at the minimum of the reactant basin. RPMD (as well as the closely related semiclassical instanton theory) significantly overestimates the tunneling probability between asymmetric basins, leading to an incorrect ET mechanism and an overestimation of the reaction rate in the inverted regime.

Figure 3\(c\) shows that resonance features in the real-time dynamics are critical for capturing the dynamics of the inverted regime (34). The figure presents flux-flux correlation functions obtained using numerically exact quantum dynamics methods. At larger thermodynamic driving forces, the correlation functions become increasingly oscillatory, with a resonance frequency that matches the electronic state energy gap between the ET reactant and product (113, 114). Integration over this increasingly oscillatory time-correlation function contributes to the turnover in the ET reaction rate in the inverted regime. The RPMD approximation to the real-time dynamics of the system, which is not expected to capture coherent quantum effects (8, 25), does not fully enforce the quantization of electronic dynamics and leads to the observed inaccuracies in the inverted regime. Approximate quantum dynamical methods that explicitly enforce electronic quantization either by using a discrete electronic state basis or by exactly mapping to a continuous electronic basis are thus expected to provide a better starting point for describing state-to-state electronic dynamics and ET in the inverted regime (115–119). However, such methods typically suffer from the drawback of not preserving the quantum Boltzmann distribution (120, 121).

These applications to electron diffusion and ET dynamics present clear cases in which the RPMD method fails to capture the essential physics of the problem. However, both applications are also encouraging from a practical perspective, given that excellent results are obtained throughout the regimes of primary chemical relevance. For the electron diffusion simulations, RPMD is fully consistent with the dynamics predicted via analytical continuation in the solvent density regime that corresponds to condensed-phase systems. In the ET simulations, RPMD predicts both the reaction mechanisms and thermal rate constants across 13 orders of magnitude in the normal and activationless regimes, which encompass the vast majority of ET reactions in biological and synthetic systems (122). Thus, although these applications clearly illustrate the limitations of RPMD, they also emphasize that the method is a powerful tool for the direct simulation of reactive processes in chemically relevant regimes.

### 6. OUTLOOK

In many regards, RPMD is now a mature and accessible technology that enables the quantization of MD trajectories in complex systems containing many interacting particles. It has been implemented in several widely used MD simulation packages (123, 124), and it has been benchmarked and its potential demonstrated in numerous applications spanning a wide range of regimes. Needless to say, as with any approximate method, RPMD does have its limitations, and there is
room to improve its accuracy and breadth of applicability. But for a large class of problems, the method is already useful, and it is our hope that this review provides a solid foundation for an expanded community to employ RPMD in future chemical and physical applications.

A central focus of future work will be to improve the interface between electronic and nuclear dynamics in the RPMD framework. The efficient combination of RPMD with ab initio electronic structure methods offers a powerful way forward for the quantitative, first-principles description of many molecular processes. A generalization of RPMD that goes beyond the standard position representation of the imaginary-time path integral might open the door to a more general and accurate description of state-to-state electronic transitions and nonadiabatic reaction dynamics. Finally, a systematic derivation of the RPMD approach would provide a valuable foundation for new methodological developments. These and other challenges present an exciting and full landscape for future research.
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