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Abstract

The utility of multiple trajectories to extend the time scale of molecular dynamics simulations is reported for the spectroscopic A-states
of carbonmonoxy myoglobin (MbCO). Experimentally, the A0 → A1–3 transition has been observed to be 10�s at 300 K, which is
beyond the time scale of standard molecular dynamics simulations. To simulate this transition, 10 short (400 ps) and two longer time
(1.2 ns) molecular dynamics trajectories, starting from five different crystallographic and solution phase structures with random initial
velocities centered in a 37 Å radius sphere of water, have been used to sample the native-fold of MbCO. Analysis of the ensemble of
structures gathered over the cumulative 5.6 ns reveals two biomolecular motions involving the side chains of His64 and Arg45 to explain
the spectroscopic states of MbCO. The 10�s A0 → A1–3 transition involves the motion of His64, where distance between His64 and CO
is found to vary up to 8.8 ± 1.0 Å during the transition of His64 from the ligand (A1–3) to bulk solvent (A0). The His64 motion occurs
within a single trajectory only once, however the multiple trajectories populate the spectroscopic A-states fully. Consequently, multiple
independent molecular dynamics simulations have been found to extend biomolecular motion from 5 ns of total simulation to experimental
phenomena on the microsecond time scale.
© 2004 Elsevier Inc. All rights reserved.

1. Introduction

1.1. Background

Thermodynamic and kinetic description of complex
biological molecules, such as proteins or nucleic acids,
requires a thorough sampling of configurations. Proper
sampling is difficult and an area of intense methodological
development. The source of the problem resides in the fact
that native folds of proteins have rugged potential energy
surfaces consisting of multiple minima corresponding to
similar, but slightly different conformations, separated by
barriers of differing size and shape[1–10]. Small changes
in conformation typically result in unpredictable and erratic
changes in energy[11]. Large entropic or enthalpic barriers
intrinsic to the protein energy landscape prevent frequent
crossing between regions on the time scale accessible by
simulation, which result in incomplete sampling and biasing
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of computed properties. If the time average of a computed
quantity depends on the initial conditions, then the system is
considered to be nonergodic on the time scale and temper-
ature of the simulation[12,13]. Consequently, equilibrium
distributions are difficult to obtain by standard implementa-
tions of molecular dynamics and Monte-Carlo techniques.
Nonergodic simulations yield incomplete or misleading dy-
namical information, since representative sampling is not
achieved and important minima essential for the description
of protein function are missed[14–18].

Advances in molecular dynamics[19,20]and Monte-Carlo
[21] simulations have resulted in the enhanced sampling
of phase space for complex biological systems[22–28].
Several methods attempt to probe more of the molecule’s
conformational space, such as the extension of the simu-
lation to longer time periods[17,29–32], guided enhanced
sampling[33], multiple short-time trajectories[11,34–38],
simulated annealing[39], conformational flooding[40,41],
and locally enhanced sampling[42–44]. In this study, we
review the simulation work of multiple trajectories pre-
viously reported,[34] since recent studies indicate that
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this approach improves the sampling of conformational
space;[11,23,34–36,40,45–48]however, a more quantita-
tive assessment of the actual time extension has not been
presented.

Due to the abundance of structural, kinetic and spec-
troscopic information, carbonmonoxy myoglobin (MbCO)
has been selected to study the enhanced sampling of mul-
tiple trajectories[49,50]. The bound CO ligand in MbCO
exhibits four IR absorption bands centered at 1965, 1949,
1942 and 1932 cm−1, which are identified as the A-states
(A0–3) [51–55]. The A2 frequency typically appears as a
small shoulder of the larger A1 peak, thus both are col-
lectively referred to as A1,2. Kinetic properties of sperm
whale MbCO spectroscopic A-states have been investigated
by Springer and co-workers using flash photolysis with in-
frared (IR) monitoring[49,50]. Rate coefficients for the in-
terconversion processes between the A-states have been ex-
tracted using the maximum-entropy method, which yielded
a non-Arrhenius temperature dependence. The interconver-
sion time was found to be 10�s at 300 K for the A0 ↔ A1+
A3 transition. The challenge is to discover the structural vari-
ations responsible for this transition on the 10�s time scale.

Given the ubiquitous problem of sampling complex bi-
ological systems, it is of interest to investigate the time
scale enhancement resulting from multiple trajectories. The
advantages of using multiple trajectories to sample phase
space more aggressively have been exploited in proteins
[8,11,34,35,45,47,56–70], nucleic acids[32,37,48,71–76],
ion channels[77,78], and lipid bilayers[79]. Despite the
general recognition of sampling shortcomings in standard
computational simulations, a quantitative assessment of
the time scale extension has not been presented before.
MbCO is a unique protein with the spectroscopic A-state
transitions reported on the microsecond scale, which will
provide the target time scale of the multiple trajectory
methodology.

2. Methodology

2.1. Atomic coordinates

As previously reported,[34] five high-resolution struc-
tures of sperm-whale MbCO were selected from the
Brookhaven Protein Data Bank[80]. The structures utilized
were two conformations of an X-ray structure at 1.5 Å
resolution where seven residues and the CO ligand were
modeled in two conformations (1MBC)[81], a neutron
diffraction structure at 1.8 Å resolution (2MB5)[82,83],
and the first two NMR structures from a set of 12 confor-
mations obtained at pH 5.7 (1MYF)[84]. Missing hydro-
gens were generated with the HBUILD algorithm[85]. Of
the 12 His residues, 8 were modeled in their protonated
form (i.e., charge+1) consistent with the NMR structures
(residues 12, 36, 48, 81, 97, 113, 116 and 119)[84]. The
other histidines residues, 24, 82, proximal (93) and distal

(64), were assumed to have the proton at the N� nitrogen
(HSD) [84]. The structures were used as starting points
for five trajectories, which are called X-ray-As, X-ray-Bs,
Neutrons, NMR1s and NMR2s. In addition, the distal His64
was rotated in each of the PDB structures about its C�–C�
bond and five additional trajectories were started from these
conformations, called X-ray-As–r, X-ray-Bs–r, Neutrons–r,
NMR1s–r and NMR2s–r.

2.2. Simulation protocol

Simulations were executed with the CHARMM all-atom
parameter set[86] in combination with the EGOVIII soft-
ware [87] which employs a combined structure-adapted
multipole method and multiple time step algorithm to cal-
culate electrostatic forces efficiently enabling a cut-off to
be exempt. The crystal waters (137 in the X-ray struc-
tures, 89 in the neutron diffraction structure) were retained
and each conformation was enveloped in a 37 Å sphere of
equilibrated TIP3P water molecules[88]. No attempt was
made to explore system size influences upon computed
molecular properties. The system was selected to allow for
sufficient hydration of MbCO balanced against expected
computer resource usage[89]. The surface region of the
water was subjected to an SBOUND potential[85] to con-
fine water molecules within the sphere. There are known
computed differences when using stochastic boundary and
periodic boundary conditions[90]. One conclusion is that
less global motion is permitted with stochastic boundaries.
This paper does not address the differences between the
two methods, however one should be aware that computed
differences could arise. The system was equilibrated in
several steps. First, all water molecules were relaxed with
a gradient minimizer (400 steps) and then equilibrated
for 10 ps at 300 K (protein constrained). Next, the whole
system was minimized (400 steps) and subsequently equili-
brated for 30 ps at 300 K. During equilibration, the system
was coupled to a heat bath with a time constant of 10−13 s
in order to achieve the desired temperature of 300 K. For
the subsequent molecular dynamics simulation (370 ps),
a weaker coupling (time constant 10−11 s) was employed
for infrequent and slight adjustment of the temperature.
Structural characterization is based only on the 370 ps time
period. Our decision to terminate the simulations after
400 ps stems from our observation that the RMSD of each
MbCO trajectory stops increasing after 400 ps. The choice
of simulation time is consistent with the work reported
by Loncharich and Brooks on MbCO[89]. For visualiza-
tion in conformational space, structures from the whole
400 ps time were included. Two trajectories (X-ray-Bs and
Neutrons) were extended to 1200 ps to compare the sam-
pling of conformational space between the shorter and
longer time trajectories. Thus, a total simulation time of
5.6 ns was computed, and analysis of the trajectories was
carried out using standard tools of CHARMM[91] and
XPLOR. [92]
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2.3. Collection of structures and analysis

Principal component analysis (PCA) as a form of multi-
variate analysis was applied to the extraction of functionally
relevant data from the large set of molecular dynamics tra-
jectories. One structure every 4 ps was collected for each
of the 10 short trajectories (7 from equilibration, 93 from
simulation) to produce 1000 structures. In addition, 400
snapshots from the extended X-ray-Bs and Neutrons tra-
jectories (400–1200 ps), and the five PDB structures were
added to yield a total of 1405 conformations. The creation
of the ensemble was carried out to visualize the evolution
of the molecular dynamics trajectories, compare the extent
of conformational space covered by the short and long
trajectories, evaluate the effect of the His64 orientation
on global and local protein structure, and determine any
significant global or local protein motion. No differences
were found when structures were collected more frequently
(every 1 ps) or averaged over the 4 ps time period. Average
structures of each simulation were computed from molec-
ular dynamics transient conformations over 30–400 ps. An
overall average structure was computed from the transients
of all trajectories. A PDB average from the five PDB struc-
tures served as a reference for all structural comparisons.
Before analysis, structures were superimposed onto the
PDB average to eliminate differences due to rotation or
translation.

3. Results and discussion

3.1. Molecular dynamics structural comparison

In order to evaluate how the trajectories evolve and move
away from their respective starting experimental structures,
each of the five individual PDB structures and 12 trajectory
averages were compared to the computed PDB average. The
root-mean square deviations (RMSDs)[93] for several atom
selections are summarized inTable 1. The RMSDs pertain-
ing to the NMR1 structure and corresponding trajectories
deviate strongly from those of the other PDB structures and
trajectories, which is mainly due to variations in the D he-
lix, as well as in the EF and FG loops. Consistent with
other work, we find that the majority of differences origi-
nate from changes in the loop regions[5]. In addition, the
table indicates that the orientation of the distal histidine does
not influence the evolution of the global or local structure,
since the respective heavy atom and His64 RMSDs from
the s- and s–r-trajectories do not deviate significantly. The
total average structure, formed from all molecular dynam-
ics transients, shows best agreement with the PDB reference
(0.9 Å). A possible explanation is that each individual tra-
jectory becomes caught in one substate (even if simulated
for 1.2 ns) and averaging over an ensemble of independent
trajectories yields better agreement with experiment. Thus,
the average structure from the molecular dynamics simula-

Table 1
RMSDs in Å from the reference structure (PDB average)

Trajectory Heavy atoms Spherec His64

X-ray-As 1.3 1.2 2.4
X-ray-Bs 1.4 0.9 1.3
Neutrons 1.5 1.3 1.8
NMR1s 2.1 0.9 1.1
NMR2s 1.4 0.8 1.1
Averagesa 1.5 1.0 1.5
X-ray-As–r 1.6 0.9 1.4
X-ray-Bs–r 1.3 0.9 1.2
Neutrons–r 1.4 1.0 1.3
NMR1s–r 2.2 1.6 2.6
NMR2s–r 1.5 1.0 1.5
Averages–r

a 1.6 1.1 1.8
Average (all trajectories) 1.6 1.0 1.6
Total average structureb 0.9 0.8 1.5
Neutrons (1.2 ns) 1.4 1.3 2.0
X-ray-Bs (1.2 ns) 1.5 0.8 1.1

a The trajectory averages of the five respective trajectories are consid-
ered.

b Computed fromone structure obtained by averaging over all molec-
ular dynamics structures.

c Centered at oxygen atom of CO,r = 5 Å.

tions is interpreted to better represent the MbCO native-fold,
as compared to a single long-time trajectory.

3.2. PCA plots

To visualize global and local motions, PCA was carried
out on the His64, ligand and heme atomic coordinates. The
projections of the original 1405 structures onto the first two
eigenvectors are shown inFig. 1. The first two PCs dis-
play 61.8% of all structural variation. The plot displays the
projections of the s-trajectories and the s–r-trajectories. In
Fig. 1, three clusters are identified. Visual inspection of rep-
resentative structures from each substate shows that the po-
sition of His64 differs significantly in these groups. In the
lower left cluster, the distal histidine is oriented such that
its N� atom points toward the oxygen of the CO ligand.

Fig. 1. PCA plots of molecular dynamics transients based on the atomic
coordinates of His64.
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Table 2
Classification of His64 geometries based on distances (Å) between His64 and CO

Trajectory H(N�)H64–O(CO)a (N�) H64–O(CO) His64 positionb

MD average MD average

X-ray-As 5.9 ± 0.5 3.9± 0.3 In/N�

8.0 + 0.7 7.1± 0.9 Out (72–400 ps)
X-ray-Bs 6.6 ± 1.0 4.8± 1.3 In/N�

3.6 ± 0.6 5.1± 0.5 In/N� (105–668 ps)
7.6 ± 1.4 6.2± 2.2 Out (669–1200 ps)

Neutrons 6.6 ± 0.8 6.2± 1.0 Out
NMR1s 6.3 ± 0.7 4.2± 0.5 In/N�

NMR2s 6.5 ± 0.9 4.6± 0.8 In/N�

X-ray-As–r 6.8 ± 0.5 4.3± 0.5 In/N�

X-ray-Bs–r 3.6 ± 0.4 4.9± 0.4 In/N�

Neutrons–r 3.5 ± 0.4 4.8± 0.4 In/N�

NMR1s–r 6.6 ± 0.5 5.8± 0.5 Out
4.0 ± 0.5 6.9± 0.5 In/N� (120–400 ps)

NMR2s–r 5.9 ± 1.2 8.8± 1.0 Out
4.6 ± 0.6 7.2± 0.5 In/N� (250–400 ps)

a Distance measured from the hydrogen to the ligand oxygen.
b Classification based upon the average structure over the time interval indicated.

This is called the in/N� conformation and is found in all five
PDB structures. In the upper left group of conformations,
the His64 has rotated around its C�–C� bond and now the
hydrogen atom of the N� atom points toward O(CO). This
geometry is called the in/N� conformation. In the right clus-
ter, His64 has undergone a translational movement away
from the CO ligand (both N� and N� are more than 5 Å from
CO) and is referred to as the out conformation. Both in the
s- and s–r-trajectories, all three clusters are sampled which
indicates that the His64 rotation in the s–r-trajectories was
not an irreversible modification and that all three conforma-
tions can convert into each other. A few trajectories move
between the clusters, where X-ray-As and NMR2s move be-
tween the out and in/N� clusters, and X-ray-Bs samples all
three groups. In addition, the NMR1s–r and NMR2s–r tra-
jectories move between the out and in/N� clusters.

Fig. 2. Schematic of MbCO heme pocket created from the simulations representing the A0 and A1–3 states using WebLab Viewer.

3.3. His64 dynamics

The conformational changes of His64 were studied in
more detail, since the position and orientation of this residue
relative to the CO ligand is thought to be the most decisive
factor for the occurrence of the spectroscopic A-states in
MbCO [22,23,94–107]. In addition, PCA inFig. 1 indicates
that distinct substates were sampled in the simulations. This
high mobility of the distal histidine is also known from
crystallography[108] and from previous molecular dynam-
ics simulations[105,109]. The distances of the His64 N�

and N� atoms to the ligand’s oxygen atom are summarized
in Table 2and shown inFig. 2. For thes-trajectories, the
starting geometry (PDB) is in/N� with a N�(His64)-O(CO)
distance between 2.7 and 3.9 Å. Only two trajectories
remained in this conformation for the duration of the



A.E. Loccisano et al. / Journal of Molecular Graphics and Modelling 22 (2004) 369–376 373

simulations, while three simulations ended up in the out
conformation. In one trajectory (X-ray-Bs), the His64 ring
rotated by approximately 120◦ about its C�–C� bond and
formed an in/N� geometry for approximately 500 ps. Al-
though a complete ring flip was not achieved, the simula-
tion time was sufficient to bring the protonated N� closer to
O(CO) than the N�. We hypothesize that if all the simulations
were extended to longer times, such ring flips could occur
more often and result in a hydrogen bond between the pro-
ton of the N� and the ligand. This was the rationale for us to
perform the second set of simulations starting from the PDB
structures with a 180◦ ring flip of His64 (s–r-trajectories).
In the s–r-trajectories, the starting geometry is in/N� with
an HN�(His64)–O(CO) distance between 3.2 and 4.4 Å (see
Table 2). Here the distal histidine remained in the in/N� con-
formation in two trajectories, in two it moved outward and
then back to in/N�, and only in one trajectory it reverted to
in/N�. Thus, His64 is observed to be very flexible which is
in agreement with previous work[105,108,109].

Experimentally, the transition rates between the A0
and A1–3 states have been reported to occur between
1.4 × 106 s−1 (aqueous solution, 273 K) and 2.3 × 104 s−1

(75% glycerol, 273 K)[110]. Therefore, the transition time
between the His64 “open” and “closed” states range from
0.71 to 43�s at 273 K. His64 was computed to switch
between the in and out conformations four times over the
5.6 ns of total simulation time at 300 K (Table 2). Three
of the transitions originated from starting structures which
could be accelerated due to a strained conformation. Only
one true transition (X-ray-Bs from 105 to 668 ps) was com-
puted and its time constant was 563 ps (Table 2). Theca. 103

discrepancy between the kinetically determined transition
times (0.71�s at 273 K) and the simulated values reported
here (563 ps at 300 K) and by other groups[109,111]de-
mands further examination. To bridge an appropriate com-
parison between theory and experiment, it is imperative to
realize that the experimental interconversion times between
the “open” and “closed” states of MbCO are known to be
dependent upon solvent composition and temperature[112].

The simulations were carried out at 300 K, as compared
to the experiments, which were measured at 273 K. The
strong dependency of the interconversion times between the
“open” and “closed” states on temperature has been pre-
viously shown by a study in 75% glycerol solution[112].
Transition rates of 1.2 × 105, 2.3 × 104, and 8.1 × 103 s−1

at 293, 273, and 264 K were measured, respectively[112]
Simple logarithmic extrapolation of the data to 300 K gives
a transition rate of 2.4 × 105 s−1, or a transition time of
4.2�s in 75% glycerol. Thus, the transition time reduces by
a factor of ten (2.3 × 104 s−1/2.4 × 105 s−1) when consid-
ering an increase of temperature from 273 to 300 K in the
75% glycerol solution. By analogy, if one assumes that the
same reduction applies in aqueous solution, then the 0.71�s
transition time (1.4× 106 s−1, aqueous solution, 273 K) ad-
justed to 300 K is estimated to be 69 ns. As a result, the
computed transition of 563 ps isca. 102 times faster than the

69 ns value provided by experiment at 300 K. Many factors,
such as the ability of the solvent model to represent fric-
tional forces and viscosity effects, incomplete sampling of
full conformational change, and the short time scale of the
simulations can rationalize the computed and observed time
difference. Due to the limited number of observed transi-
tions in this study, and absence of direct experimental mea-
surement in aqueous solution at 300 K, explanation of the
transition time difference between theory and experiment is
not attempted in this work.

3.4. A0 substrate

From mutation studies, it was found that when His64 is
replaced by a smaller residue, only the A0 band remains
[96,113]. Consequently, the interaction between His64 and
CO is minimal in the A0 substate. X-ray crystallography at
low pH values (4.5) confirmed this hypothesis, and showed
that His64 actually swings out of the heme pocket[108].
Both our results and previous calculations[105,107] indi-
cate that the neutral His64 is also very mobile and can move
out of the heme pocket, as shown inFig. 2. The outward
movement of His64 is thought to be biologically relevant
because it might create a ligand entry pathway to the heme
[108,114–118]. Thus, it seems plausible that His64 actually
swings out before becoming protonated, making its proto-
nation easier and leading to an increased intensity of the A0
band. From our calculations, the His64(N�)–CO(O) distance
is estimated to be greater than 4.5 Å for the A0 state.

The model is in qualitative agreement with the time scales
reported, where the A0 → A1–3 interconversion times have
been estimated to range between 10−6 and 10−4 s depending
upon solvent composition and temperature[112,119], and
the A1,2 → A3 time at 10−9 s [119]. Thus, the movement
of His64 would takeca. 3–5 orders of magnitude longer
than the movement of Arg45, which is plausible because
His64 is more buried than Arg45 and attached to helix E,
which is a more rigid unit than the CD loop where Arg45 is
located. Also, the distances to be traveled by His64 are larger.
The simulations also indicate that the Arg45 interaction with
His64 is fast and frequent, since its energy of interaction is
weakened due to Arg45 solvation.

It is well-known that solvent can alter the time evolu-
tion of atomic motions and molecular properties[90,120].
Molecular dynamics simulations have been used to show
that solvent slows protein motions by random collisions
between the solvent and protein, and by introducing friction
through a Stoke’s-like dissipative force dependent upon
the solvent’s viscosity, velocity, and size. Consequently, as
the residues participating in the dynamical process become
more solvent exposed and travel longer distances, the more
the solvent composition influences their motion. The ob-
served A1–3 → A0 transition suggests that solvent plays a
significant role in the process, since the rates measured for
water and water/glycerol (75/25) mixtures differ by two or-
ders of magnitude[112]. The observed solvation effect for
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the A1–3 → A0 transition is supported qualitatively by our
data, where His64 makes contact with solvent molecules in
all trajectories, and the average displacement (out–in con-
formation) of His64 (N�(H64)–O(CO)) isca. 4 Å. For the
A1,2 → A3 transition, Arg45 spends 33% of its time in sol-
vent and its remaining time in the hydrophobic pocket. The
(N�(H64)–N�(R45)) distance traveled during this transition
is ca. 2 Å. Since His64 movesca. 2 Å more than Arg45, the
A1–3 → A0 interconversion should depend more strongly
on the nature of the solvent than the A1,2 → A3 transition,
consistent with experimental results[112].

The proposed model avoids the need to invoke protona-
tion changes between N� and N� which have been used re-
peatedly to account for the frequency shifts[94,97]. In the
trajectories of this study, solvent approaches only one side
of His64 (pointing away from the heme pocket), even after
1.2 ns simulation time. However, in order to aid in the trans-
fer of a proton leading to a change in protonation from N� to
N�, His64 would have to swing out of the heme pocket. Other
groups have already pointed out that there is no plausible
mechanism for a change in protonation on the time scale of a
nanosecond which is the estimated interconversion time be-
tween A1,2 and A3 [119]. We based our choice of protonation
at the N� atom of His64 on observations by neutron diffrac-
tion studies and NMR spectroscopy[82–84]. Recently, it
was reported that His64 is primarily protonated at N� [121].
The current molecular dynamics simulations suggest that if
His64 were protonated at N� then the proton would still be
close enough to O(CO) to induce the frequency changes ob-
served by IR spectroscopy. The important point is that as
long as a proton from His64 is close to the ligand it can cause
the red-shifted frequencies characteristic of the A-states, and
at the same time its electrostatic effect on the CO ligand can
be enhanced by interaction between its unprotonated nitro-
gen and Arg45. The in/N� conformation, as defined in this
study, is not involved in the formation of the A1–3 states.

4. Conclusion

Multiple short-time (400 ps) trajectories have been used to
extend the timescale of molecular dynamics simulations to
determine the molecular details of the spectroscopic A-states
of MbCO. Thorough sampling of the rough potential energy
surface of a protein such as MbCO is difficult, which results
in incomplete sampling of the potential energy surface and
therefore results in biases in computed molecular properties.
The spectroscopic A0 → A1–3 transition has been experi-
mentally observed to be 10�s at 300 K, which is too long
to be observed by standard molecular dynamics simulations.
From the total 5.6 ns of simulation time, two molecular mo-
tions involving the His64 and Arg45 sidechains were found
to explain the spectroscopic states of MbCO. The molecular
motions occurred only once over all trajectories, whereas the
multiple trajectories sampled the A-states fully. Therefore,
the method of multiple short trajectories has been found use-

ful to examine the spectroscopic A-states of MbCO, and to
extend molecular motion from 5.6 ns of total simulation time
to experimental observations on the microsecond timescale.
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