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INTRODUCTION AND SCOPE

If you are reading this chapter, you are most likely already aware of the
importance of weak attractive interactions between molecules (and atoms),
such has hydrogen bonding and London dispersion forces, in chemistry and
related fields. The relatively weak interactions between uncharged molecules
(and/or atoms) are also called nonbonded interactions and sometimes collec-
tively referred to as van der Waals forces. These intermolecular forces are not
only prevalent throughout chemistry, but they often provide the governing influ-
ence in a wide variety of chemical, physical, and biological processes.1–7 Some
general examples include, but are certainly not limited to, solvation, condensa-
tion, crystallization, asymmetric catalysis, bulk-phase properties, directed self-
assembly of nanomaterials, chromatographic separation, micelle formation,
molecular recognition, drug transport, as well as the structure and function of
biomolecules. The initial step in HIV infection, for instance, involves the forma-
tion of a weakly bound (noncovalent) complex of the viral envelope and cellular
receptor glycoproteins, HIV-gp120 and CD4, respectively.8,9 The delivery
and transport of pharmaceuticals in mammals frequently occurs through
subcovalent complexation with blood-soluble proteins such as human serum

Reviews in Computational Chemistry, Volume 26
edited by Kenny B. Lipkowitz and Thomas R. Cundari

Copyright # 2009 John Wiley & Sons, Inc.

39



albumins.10 The formation of weakly bound heterogeneous clusters plays a key
role in the chemistry of the atmosphere on Earth and elsewhere.11,12 Noncova-
lent interactions dictate not only the structure and function of biomolecules,
from simple dipeptides to enzymes and DNA,13–16 but also molecular recogni-
tion events.17 In the closely related and rapidly growing field of nanotechnology,
highly selective, directional supramolecular self-assembly can be achieved with
the aid of intermolecular hydrogen bonding and p-type interactions.18,19 Hydro-
gen bonding also affects the chemical shielding, and therefore the electronic
properties, of metal atoms in metalloproteins.20,21 These weak inter- and intra-
molecular forces are even used to control diastereoselectivity and mediate cata-
lysis in important classes of organic reactions.22,23 The very existence of the
condensed phase (i.e., solids and liquids) is dependent on the noncovalent inter-
actions between molecules (or atoms), as are phase transitions, liquid structure,
diffusion, crystal structure, and solvation/solutions.24,25 These ubiquitous inter-
actions have even led to the development and refinement of many cardinal che-
mical concepts such as hydrophilicity and hydrophobicity as well as the very
definition of the chemical bond.

Over the past decade, there have been numerous books26–31 and arti-
cles32–44 reviewing ab initio and density functional theory (DFT) computations
of hydrogen bonding and other weak noncovalent interactions. In fact, the
very first chapter of this entire review series examines basis sets for noncova-
lent interactions between atoms and/or molecules,45 while a chapter in the sec-
ond volume reviews ab initio methods for hydrogen bonding.46 Three thematic
issues of Chemical Reviews have been dedicated to van der Waals interactions
(Vol. 88, No. 6, 1988; Vol. 94, No. 7, 1994; and Vol. 100, No. 11, 2000).
Two articles in the centennial issue of the Journal of Physical Chemistry dis-
cuss weakly bound clusters and solvation.47,48 It is also worth noting that p-
type stacking interactions are very topical at the moment and are the subject
not only of a separate chapter in this volume of Reviews in Computational
Chemistry49 but also of a special issue of Physical Chemistry Chemical Physics
(Vol. 10, No. 19, 2008).

This chapter is intended to serve two very distinct purposes. Readers new
to the subject matter will find a fairly thorough introduction to reliable elec-
tronic structure computations for weakly bound clusters (including a step-by-
step tutorial). For more experienced readers, this chapter also reviews many of
the significant advances made in the field since the turn of the twenty-first cen-
tury, particularly current state-of-the-art benchmark studies. This work also
offers some valuable perspective and will attempt to illustrate the importance
of balancing what is possible with what is practical.

Clusters and Weak Noncovalent Interactions

Defining the scope of a chapter for Reviews in Computational Chemistry
on clusters of molecules (and/or atoms) held together by hydrogen bonding,
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London dispersion forces, and/or similar interactions is not a simple task. Che-
mical bonding, whether noncovalent, covalent, ionic, or metallic, covers a
broad, continuous spectrum of electronic interactions and energies. Conse-
quently, the classification of a bond or interaction (e.g., double versus triple50

or covalent versus noncovalent51) is sometimes open to interpretation. As a
result, there is no unique criterion or set of criteria that can be used to define
weak interactions or noncovalent interactions. In the second volume of this
review series, Scheiner already notes this issue and highlighted the difficulties
associated with defining the hydrogen bond.46 Here, matters are even more
complicated because other weak interactions are also considered.

To limit the breadth of the present chapter, it focuses on the most com-
mon types of weakly bound clusters, namely those composed of neutral frag-
ments. (The following discussion also assumes the weakly bound clusters are
composed of closed-shell fragments that are in their ground electronic states
and dominated by a single Hartree–Fock (HF) reference function. It is cer-
tainly feasible to perform reliable computations on systems composed of
open-shell, excited state, or multireference fragments; however, by assuming
the monomers have a ‘‘well-behaved’’ electronic structure, we can focus on
computational methods that will accurately describe the weak noncovalent
interactions within a cluster.) Clusters containing one or two charged species
are mentioned (e.g., solvated ions or ion pairs). However, clusters with numer-
ous charged species (e.g., room temperature ionic liquids52) fall outside the
scope of this review. This emphasis still leaves a wide spectrum of weak che-
mical interactions that bind the clusters together (as depicted in Figure 1).

Figure 1 Weak noncovalent interactions between neutral fragments cover a wide
spectrum of interactions and energies.
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At one extreme (bottom of the figure), one finds complexes held together pri-
marily by dispersion forces (rare gas dimers, He nanodroplets, etc.). On the
opposite extreme (top of the figure) are clusters dominated by electrostatic
interactions such as hydrogen bonding (formic acid dimer, water clusters,
etc.). Of course, most interfragment interactions fall somewhere between these
two extremes. [In this work, the term interfragment (or intermonomer) inter-
action is used because it is more general than and implicitly includes both
interatomic and intermolecular interactions. Note that some researchers object
to the latter adjective when describing weakly bound clusters because it is
technically incorrect. For example, if (HF)3 is considered an independent
molecular species then, by definition, there can be only intramolecular interac-
tions.] A more detailed analysis of this continuum of weak noncovalent inter-
actions is presented below.

Given the current flurry of activity in the area of p-type interactions and
halogen bonding (a specific case of sigma-hole interactions), special attention
will be paid to these two types of weak interactions. In fact, an entire chapter in
this volume ofReviews inComputationalChemistry is dedicated to noncovalent p
interactions.49 It should be noted that, although most examples are for relatively
small (dimers, trimers, tetramers, and pentamers) homogeneous clusters, the
principles discussed here can readily be extended to larger, heterogeneous systems.

Computational Methods

Although a wide variety of theoretical methods is available to study
weak noncovalent interactions such as hydrogen bonding or dispersion forces
between molecules (and/or atoms), this chapter focuses on size consistent elec-
tronic structure techniques likely to be employed by researchers new to the
field of computational chemistry. Not surprisingly, the list of popular electro-
nic structure techniques includes the self-consistent field (SCF) Hartree–Fock
method as well as popular implementations of density functional theory
(DFT). However, correlated wave function theory (WFT) methods are often
required to obtain accurate structures and energetics for weakly bound clus-
ters, and the most useful of these WFT techniques tend to be based on
many-body perturbation theory (MBPT) (specifically, Møller–Plesset pertur-
bation theory), quadratic configuration interaction (QCI) theory, and
coupled-cluster (CC) theory.

This review concentrates on the fundamentals of supermolecule model
chemistries for clusters of atoms/molecules held together by weak chemical
forces. The principles behind the appropriate selection of theoretical method
and basis set for a particular class of weak noncovalent interactions provide
the foundation for understanding more complex computational schemes that
might require the user to specify more than just a method and/or basis set, such
as highly efficient fragmentation schemes [e.g., the effective fragment potential
(EFP) method,53,54 the fragment molecular orbital (FMO) method,55,56 the
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n-body decomposition (NBD) scheme,57 and the multicentered integrated
method (MC QM:QM or MC ONIOM) for clusters.58–60]

Some readers may have noticed that methods based on intermolecular per-
turbation theory such as symmetry-adapted perturbation theory (SAPT),61–64

have not been mentioned. These methods are not discussed in this chapter
because most versions of SAPT are actually 2-body methods. (See below for a
description of 2-body, 3-body, and many-body interactions in clusters.) SAPT is
not inherently limited to 2-body interactions; a 3-body implementation
exists.65–67 However, the author is not aware of higher order SAPT programs,
let alone a general n-body program for clusters composed of n fragments. While
SAPT can certainly be used to study trimers, tetramers, and larger clusters, such
applications require a great deal of a priori knowledge about the nonadditivity
(or cooperativity) in the system and are certainly not for novices.

Molecular mechanics methods are also omitted from the present discus-
sion for similar reasons. Although very sophisticated force fields are available
for water (including polarizable models), most force fields for weakly bound
clusters are essentially 2-body (dimer) potentials that have been adjusted
empirically to reproduce bulk-phase properties.68–71 This procedure leads to
very reliable descriptions of liquid water, but diminishes the quality of results
for small clusters. Although force fields that include 3-body interactions are
beginning to appear,69,70 the effects of higher order interactions (4-body,
5-body, etc.) are still untested. Furthermore, the composition of a weakly
bound cluster, not just its size, is a major concern with molecular mechanics
force fields. The highly refined potentials that have been developed for
water68,71 are not necessarily transferable to other weak noncovalent systems
(methanol, acetone, etc.).

WEAK NONCOVALENT INTERACTIONS

This section presents an overview of the nature of weak noncovalent
interactions between molecules (and atoms). Readers interested in more detail
are directed to classic references such as the 1954 text by Hirschfelder, Curtiss
and Bird,72 the 1971 book by Margenau and Kestener,73 the 1996 monograph
by Stone,4 as well as some more recent sources.7,27,31,74

Historical Perspective

Theoretical treatments of attractive forces between molecules (and/or
atoms) in the gas phase can be traced as far back as 1873 to the efforts by
van der Waals to describe the deviation of real gases from ideal behavior at
relatively high densities.75 By the early 1930s, theoretical explanations of
the origins of van der Waals’ attractive forces began to emerge from the likes
of Keesom,76,77 Debye,78,79 Falckenhagen,80 and London.81,82 This body of
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work established that there are four rigorously defined fundamental compo-
nents that contribute to interactions between a pair of uncharged molecules
or atoms: electrostatic, induction (sometimes referred to as polarization), dis-
persion, and exchange-repulsion83 (or simply exchange). The first two contri-
butions to the interaction energy were readily explained in terms of classical
electromagnetic theory. Interactions involving two permanent electrostatic
multipole moments (dipole, quadrupole, etc.) are relatively easy to understand
for anyone who has ever played with a pair of magnets; opposite poles (þ=�)
attract each other, and like poles (þ=þ and �=�) repel each other. Similarly,
adhering a balloon to a wall with static electricity provides a macroscopic ana-
log for induction. However, quantum mechanics was required to rationalize
the dispersion and exchange energies. The latter is a simple consequence of
the Pauli exclusion principle, but an explanation of the dispersion energy is
more involved.

London was the first to describe the dispersion interaction.81,82 Through
a quantum mechanical perturbation theory treatment of the interaction
energy, he demonstrated that, at second, order attractive terms can arise due
to the simultaneous electron correlation between two fragments even if they
possess no permanent electrostatic moment (e.g., a pair of rare gas atoms).
London dubbed the attraction dispersion forces because similar oscillator
strengths appear in equations describing the dispersion of electromagnetic
radiation (light). The attractive forces of these interactions are typically attrib-
uted to fluctuations (thermal or quantum mechanical) in the electron density
that give rise to an instantaneous dipole in one fragment that induces a dipole
in a neighbor. This semiclassical model was introduced after London’s initial
work, and its physical significance is not manifest since there are no expres-
sions in the quantum mechanical derivation that can be interpreted as interac-
tions between instantaneous dipoles. At the very least, this fluctuating charge
or electrodynamic model provides a useful mnemonic.

As discussed in Paresegian’s recent book,7 the modern view of dispersion
interactions has its roots in the the Casimir effect.84 Rather than charge fluc-
tuations, the phenomenon can be viewed in terms of zero-point electromag-
netic-field fluctuations in the vacuum as allowed by the Heisenberg
uncertainty principle ð�E�t � �h=2pÞ. Atoms and molecules can absorb
some of these frequencies, namely those frequencies that are resonant with
transitions between the quantum mechanical energy levels of the system as
determined by its electronic structure. This absorption of the electromagnetic
fluctuations gives rise to attractive forces between two bodies.

We now recognize that ‘‘empty space’’ is a turmoil of electromagnetic waves of all
frequencies and wavelengths. They wash through and past us in ways familiar from
watching the two-dimensional version, a buoy or boat bobbing in rough water.We
can turn the dancing charges idea around. From the vacuum point of view, imagine
two bodies, such as two boats in rough water or a single boat near a dock, pushed
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by waves from all directions except their wave quelling neighbor. The net result is
that the bodies are pushed together. You get close to a dock, you can stop rowing.
The waves push you in. We can think of electromagnetic modes between the two
bodies as the fluctuations that remain as tiny deviations from the outer turmoil.
The extent of quelling is, obviously, in proportion to the material-absorption spec-
tra. So we can think of absorption spectra in two ways: those at which the charges
naturally dance; those at which charge polarization quells the vacuum fluctuations
and stills the space between the [fragments].7

It will become evident in later sections that the nature of the weak non-
covalent interactions in a cluster dictate which computational methods will
produce accurate results. In particular, it is far more difficult to compute reli-
able properties for weakly bound clusters in which dispersion is the dominant
attractive component of the interaction. For example, Hartree–Fock supermo-
lecule computations are able to provide qualitatively correct data for
hydrogen-bonded systems like (H2O)2

85 even with very small basis sets, but
this approach does not even bind Ne2.

86 What is the origin of this inconsis-
tency? Dispersion is the dominant attractive force in rare gas clusters while
the electrostatic component tends to be the most important attractive contri-
bution near the equilibrium structure (H2O)2. As London’s work demon-
strated,81,82,87,88 dispersion interactions are inherently an electron correlation
problem and, consequently, cannot be described by Hartree–Fock computa-
tions.89 To this day, dispersion interactions continue to pose a significant
challenge in the field of computational chemistry, particularly those involving
systems of delocalized p electrons.49

Some Notes about Terminology

Because the van der Waals equation of state preceeded ‘‘The General
Theory of Molecular Forces,’’82 the interactions between molecules and/or
atoms became known collectively as van der Waals forces. From a historical
perspective, van der Waals interactions encompass the entire spectrum of
weak interactions depicted in Figure 1, from the dispersion forces holding a
He nanodroplet together to the hydrogen bonds in a cluster of water mole-
cules. Although many researchers today associate van der Waals forces only
with weak dispersion interactions, this review adopts the historical definition
of van der Waals interactions and uses the term to collectively refer to all weak
chemical interactions between uncharged molecules (and/or atoms).

Additional linguistic dilemmas are encountered in this area of research. For
example, these weak chemical forces are sometimes referred to as nonbonding
interactions despite meeting Pauling’s utilitarian definition of a chemical bond
introduced in 1939 (which is still one of themost useful andmost widely used):90

There is a chemical bond between two atoms or groups of atoms in the case
that the forces acting between them are such as to lead to the formation of an
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aggregate with sufficient stability to make it convenient for the chemist to consider
it as an independent molecular species.

The term noncovalent interaction does not completely resolve the matter
since ionic interactions (e.g., salt bridges) are frequently included in this cate-
gory, particularly in the biochemistry community.15 In this work, the moniker
weak noncovalent interaction is used to denote the continuum of weak chemi-
cal forces between electrically uncharged molecules (and/or atoms).

FUNDAMENTAL CONCEPTS: A TUTORIAL

Model Systems and Theoretical Methods

Because of their relatively small size and high symmetry, the cyclic
hydrogen fluoride clusters, ðHFÞn where n ¼ 3� 5, are very useful prototypes
for studying hydrogen bonding. In this section, these model systems will be
used to illustrate several aspects of computations on weakly bound clusters.
These planar hydrogen-bonded complexes have Cnh symmetry and are shown
in Figure 2. Their structures can be specified completely by three internal coor-
dinates: R(HF), which is the length of the HF covalent bond; R(FF), which is
the distance between neighboring F atoms; and y(HFF), which is the small
angle the H atoms make out of the ring formed by the F atoms.

The RHF method and aug-cc-pVDZ basis set have been adopted in this
tutorial for two practical reasons. All calculations can be run in a few minutes
on a reasonably modern desktop or laptop with a few hundred megabytes
of memory, and all results should be reproduced readily regardless of the elec-
tronic structure software package you happen to be using. In contrast, electro-
nic energies from DFT calculations will differ because the various electronic
structure programs often employ different numerical integration grids. It is
important to note that this particular model chemistry (RHF method and
aug-cc-pVDZ basis set) is not expected to give reliable results. Correlated
WFT methods such as second-order Møller–Plesset perturbation theory

Figure 2 Cyclic hydrogen fluoride trimer, (HF)3, tetramer, (HF)4, and pentamer, (HF)5,
are planar structures with C3h, C4h, and C5h symmetry, respectively.
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(MP2) or coupled-cluster methods would certainly provide more reliable
results, but they are not appropriate for a tutorial because the computations
become rather time consuming. Furthermore, matching results from correlated
WFT methods can be difficult for users not familiar with the frozen core or
deleted virtual approximations because some software packages correlate all
electrons by default while others exclude core electrons (i.e., adopt the frozen
core approximation) by default. Computations in this work employed spheri-
cal harmonic (5d, 7f , etc.) rather than Cartesian (6d, 10f , etc.) functions,
which gives 32 basis functions per HF monomer.

The geometrical parameters given in the top half of Table 1 for the HF
clusters are from RHF/aug-cc-pVDZ optimizations and have been rounded off
to three significant figures for bond lengths and two significant figures for bond
angles. Although the values differ appreciably from the ‘‘best estimates’’ of
Ref. 91, the bond lengths and angles are appropriate for the computational
methods adopted for this tutorial. The electronic energies of these fixed struc-
tures (i.e., single-point energies) listed in Table 1 are from RHF computations
with the aug-cc-pVDZ basis set. Step 1 in this tutorial is to reproduce the RHF/
aug-cc-pVDZ electronic energies in Table 1. Sample input files for several pop-
ular software packages are available online.92

Rigid Monomer Approximation

Frequently, computational studies of weakly bound clusters employ the
rigid monomer approximation (RMA). The RMA assumes that geometries of
the monomers do not change as they coalesce to form the cluster. Because
the interactions between the fragments of such clusters are, by their very defi-
nition, weak, the electronic structure, and hence the geometry, of the mono-
mers does not change appreciably. This approach can simplify dramatically
theoretical descriptions of the cluster because the intramolecular geometrical

Table 1 Geometrical Parameters and Electronic Energies of (HF)n, n ¼ 1; 3� 5a

Symmetry R(FF) R(HF) y(HFF) E

HF C1v n/a 0.900 n/a �100:033816

Fully Optimized Clusters

(HF)3 C3h 2.71 0.910 25 �300:120482
(HF)4 C4h 2.64 0.915 13 �400:169746
(HF)5 C5h 2.61 0.916 6.6 �500:216512

Rigid Monomer Approximation

(HF)3 C3h 2.72 0.900 26 �300:120162
(HF)4 C4h 2.65 0.900 13 �400:168826
(HF)5 C5h 2.63 0.900 7.1 �500:215113

aBond lengths (R) in Å, bond angles (y) in degrees, and electronic energies (E) in Eh are from
RHF/aug-cc-pVDZ calculations.
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parameters are fixed. For example, by employing the RMA, geometry optimi-
zations of weakly bound clusters need only consider the interfragment degrees
of freedom. For a system as simple as (H2O)2, the RMA already reduces the
full 12-dimensional problem to a more tractable 6-dimensional intermolecular
potential energy hypersurface.

This approximation is typically valid for clusters held together by hydro-
gen bonds or van der Waals forces because the geometrical distortions tend to
be modest and do not qualitatively change the structure of the monomers. As
can be seen in bottom half of Table 1, fixing the intramolecular R(HF) distance
at 0.900 Å for the HF trimer, tetramer, and pentamer has relatively little effect
on the optimized interfragment parameters [R(FF) changes by no more than
0.02 Å and y(HFF) by less than a degree]. This constraint also has relatively
little effect on the electronic energies of (HF)3, (HF)4, and (HF)5, which
increase by only � 1 mEh on average.

These limited results demonstrate that the RMA can be accurate even for
relatively strong hydrogen bonds, which can induce some of the largest geome-
trical distortions in weakly bound molecular clusters. The effect of the RMA
on interaction energies will be discussed next. However, the RMA can break
down if large qualitative geometrical changes occurs as the complex forms
(e.g., conformational changes or isomerization).

Supermolecular Dissociation and Interaction Energies

Within the supermolecule approach, the dissociation energy ðDeÞ or inter-
action energy ðEintÞ of a cluster is obtained by calculating the energy difference
between the cluster and the noninteracting fragments. This energy difference is
depicted in Figure 3. Note thatDe andEint are essentially the same quantity. The
only significant difference is the sign ðDe ¼ �EintÞ. A more subtle, technical dis-
tinction is that the term dissociation energy should be applied only to minima on
the potential energy surface (PES) while interaction energies are more general
and can describe any point on the surface.

When using a size-consistentmethod, the dissociation of homogeneous sys-
tem such as ðHFÞn into n identical HF monomers [ðHFÞn ! nHF] can be deter-
mined by computing the energy of the cluster and the energy of the monomer:

Eint ¼ E½ðHFÞn� � nE½HF� ½1�

In the more general case of a heterogeneous cluster composed of N frag-
ments (f1f2f3 . . . fN ! f1 þ f2 þ f3 þ � � � þ fN), up to N þ 1 computations need
to be performed to determine Eint or De:

Eint ¼ E½f1f2f3 . . . fN� � E½f1� � E½f2� � E½f3� � � � � � E½fN�

¼ E½f1f2f3 . . . fN� �
XN
i¼1

E½fi� ½2�
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Figure 3 Interaction energies (Eint) and dissociation energies (De) are simply the energy
difference between the cluster and the isolated fragments.

For example, to obtain Eint for the HF� � �H2O� � �CH3OH trimer requires four
separate computations: E[HF], E[H2O], E[CH3OH], as well as the electronic
energy of the cluster. The number of computations can be reduced if some of
the fragments are identical (e.g., HF� � �H2O� � �HF).

Interaction Energies: Rigid Monomers vs. Fully Optimized Clusters
The interaction energies reported toward the left side of Table 2 for the

HF clusters were calculated with the electronic energies from Table 1 and
Eq. [2] (which reduces to Eq. [1] for these homogeneous HF clusters). A simple
conversion factor was used to convert Eint from Eh to kilojoule per mole
(1Eh � 2625:5kJmol�1). Step 2 of this tutorial is to calculate the interaction
energies on the left side of Table 2.

Because the RMA had relatively little effect on the electronic energies of
the HF clusters (Table 1), it is not surprising that the approximation has only a
modest effect on the interaction energies (Table 2). For all three clusters, the
magnitude of Eint and ECP

int decreases slightly when the RMA is employed.
Comparison of the values for Eint from the top of Table 2 to those at the bot-
tom reveals that the change does not exceed 3% [�49:97 vs. �49:13 or 1.7%
for (HF)3, �90:53 vs. �88:12 or 2.7% for (HF)4 and �124:53 vs. �120:86 or
2.9% for (HF)5], which is tolerable for many applications. For systems with
even smaller cluster-induced geometrical perturbations, such as p-type van
der Waals interactions, the RMA has almost no discernable effect on the inter-
action energies.93

Note that the RMA must, by definition, decrease the magnitude of the
interaction energy (for variational electronic structure methods). This result

Fundamental Concepts: A Tutorial 49



is readily illustrated with Figure 3. Although the RMA does not affect the
asymptote associated with the noninteracting fragments, it does shift the bot-
tom of the well up because the cluster is not allowed to reach its optimal geo-
metry, which necessarily decreases the magnitude of Eint and De.

Counterpoise Corrections for Basis Set Superposition Error

The procedure outlined in Eq. [2] introduces an inconsistency when
small, finite basis sets are used. Effectively, the monomers are using a larger
basis set when the computation is performed on the cluster than when the
computation is performed on the isolated monomer fragment. In the cluster
calculation, monomer A can utilize the basis functions on monomers B, C,
etc. When the computation is performed on the isolated monomer A, those
basis functions are no longer available. This inconsistency was noted as early
as 196894 and later termed basis set superposition error (BSSE).95 A tutorial
covering the theory and practice of basis set superposition errors has appeared
earlier in this book series.96 The most common procedure to correct for BSSE
is the counterpoise (CP) procedure developed independently by Jansen and
Ros in 196997 and Boys and Bernardi in 1970.98 BSSE and CP corrections
are discussed in greater detail below, and this portion of the tutorial merely
demonstrates how to perform the necessary computations. Before proceeding,
however, it is worth noting that BSSE is not limited to weakly interacting sys-
tems. It is a concern in any type of dissociation process (such as breaking a
covalent bond) where the energies of fragments are compared to those of
the whole system.

Table 2 Interaction Energies of (HF)n, n ¼ 3� 5 Computed at the RHF/aug-cc-pVDZ
Level with (ECP

int ) and without (Eint) a Counterpoise Correctiona

Eint
b E½HF�cluster basiscluster geom E½HF�monomer basis

cluster geom ECP
int

c

Fully Optimized Clusters

(HF)3 �49:97 �100:034072 �100:033695 �47:00
(HF)4 �90:53 �100:034030 �100:033543 �85:41
(HF)5 �124:53 �100:034011 �100:033506 �117:90

Rigid Monomer Approximation

(HF)3 �49:13 �100:034175 d �46:30
(HF)4 �88:12 �100:034287 d �83:17
(HF)5 �120:86 �100:034292 d �114:61

aThe monomer electronic energies for the counterpoise correction are also listed (E½HF�).
Electronic energies are in Eh, and the interaction energies are in kJmol�1.
bObtained via application of Eq. [1] or [2] to energies in Table 1.
cObtained via application of Eq. [7] or [8] to energies in Tables 1 and 2.
dEqual to monomer energy from Table 1 which implies ERLX ¼ 0 in Eq. [7].
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In this part of the tutorial, the standard Boys–Bernardi CP correction is
applied to the interaction energies of the HF clusters in Figure 2 using the geo-
metrical parameters in Table 1. Unfortunately, these corrections call for some
rather hideous notation that denotes both the geometry and the basis set
employed for computations on the monomers. The basic goal of the CP cor-
rection is to compute the energy of the monomer in the basis set of the cluster
ðE½HF�cluster basismonomer geomÞ. This is readily accomplished within the rigid monomer
approximation because the geometry of the monomer is the same in the com-
plex as in the isolated fragment ðE½HF�cluster basismonomer geom ¼ E½HF�cluster basiscluster geomÞ, and the
CP-corrected interaction energy within the RMA is simply

ECP;RMA
int ¼ E½ðHFÞn� � nE½HF�cluster basiscluster geom ½3�

Again, this expression for the HF clusters can readily be generalized for the
case of a heterogeneous cluster composed of N fragments:

ECP;RMA
int ¼ E½f1f2f3 . . . fN� �

XN
i¼1

E½fi�cluster basiscluster geom ½4�

Let us use (HF)3 in Figure 2 to illustrate the procedure. To perform a
CP correction on the bottom HF unit in the trimer, the computations must
place H and F basis functions, but not nuclei or electrons, at the appropriate
coordinates of the other HF monomers at the top of the figure. In most com-
putational chemistry programs this is accomplished with the use of ghost
atoms or ghost orbitals. (Note, dummy atoms are also used to designate
coordinates where nuclei are not present, but dummy atoms do not place
basis functions at those locations.) Frequently, the input file for the CP-
corrected monomer computation is created by modifying the input file
from a cluster calculation such that the charges of all atoms are set to zero
(i.e., the ghost atoms) except those in the monomer of interest. Because each
computational chemistry software program has its own set of keywords for
the specification of ghost atoms and nuclear charge, some sample input files
for the CP corrections to the ðHFÞn interaction energies are available
online.92

When the monomers are allowed to relax as the complex forms, the
procedure becomes a bit more complicated because there is no straightfor-
ward, consistent manner by which a computation on the optimized mono-
mer can be performed in the basis set of the cluster. Consequently,
E½HF�cluster basismonomer geom 6¼ E½HF�cluster basiscluster geom when the RMA is not employed. In
other words, the energy of the monomer in the cluster basis set is too
high (too positive) because the monomer is not at its optimal geometry.
This overestimation of the monomer energy can be corrected easily by
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calculating the energy liberated as the distorted monomers (complex geom)
relax to their optimal structures in the (monomer geom) in the monomer
basis set,

ERLX½HF� ¼ E½HF�monomer basis
monomer geom � E½HF�monomer basis

cluster geom ½5�

or more generally

ERLX½fi� ¼ E½fi�monomer basis
monomer geom � E½fi�monomer basis

cluster geom ½6�

Comparing the nearly optimal energy of the HF monomer in Table 1 to
E½HF�monomer basis

cluster geom in Table 2 reveals that the monomer energies at the distorted
cluster geometries are too high by a range of roughly 0:1mEh for the trimer to
0:3mEh for the pentamer. This relaxation energy (ERLX) can then be used to
correct the monomer contributions to the CP-corrected interaction energy:

ECP
int ¼E½ðHFÞn��nðE½HF�cluster basiscluster geomþERLX½HF�Þ

¼E½ðHFÞn��nðE½HF�cluster basiscluster geomþE½HF�monomer basis
monomer geom�E½HF�monomer basis

cluster geom Þ ½7�

Returning to the general case of a heterogeneous cluster composed of N frag-
ments, an equivalent expression is obtained by summing over the fragments of
the system:

ECP
int ¼ E½f1f2f3 . . . fN� �

XN
i¼1

ðE½fi�cluster basiscluster geom þERLX½fi�Þ

¼ E½f1f2f3 . . . fN� �
XN
i¼1

ðE½fi�cluster basiscluster geom þE½fi�monomer basis
monomer geom �E½fi�monomer basis

cluster geom Þ

½8�

Note that when the RMA is applied, ERLX vanishes since E½fi�monomer basis
monomer geom ¼

E½fi�monomer basis
cluster geom so that Eq. [8] reduces to Eq. [4] (and Eq. [7] reduces to Eq. [3]).

Step 3 in this tutorial is to reproduce the RHF/aug-cc-pVDZ electronic
energies in Table 2. Sample input files for several popular software packages
are available online.92 To get the most out of this tutorial, it is recommended
that you do not utilize features in some software packages that automatically
perform the CP corrections for you. Step 4 of this tutorial is to calculate the
interaction energies on the right side of Table 2 by applying Eq. [7] (or more
generally Eq. [8]) to the electronic energies in Tables 1 and 2.
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Interaction Energies: CP Corrected vs. CP Uncorrected
The rightmost column of Table 2 contains the CP-corrected interaction

energies. The values of ECP
int were obtained by applying Eq. [8] to the electro-

nic energies in Tables 1 and 2. With the relatively small aug-cc-pVDZ basis
set, the BSSE at the RHF level is nearly 3 kJmol�1 (or 6%) for (HF)3, and it
creeps up to more than 6 kJmol�1 (or 5%) for (HF)5. These values can change
dramatically when different theoretical methods and/or basis sets are
employed.

The magnitude of ECP
int is smaller than that of Eint for all three clusters. As

with the RMA (discussed above), CP corrections for the BSSE also tend to
decrease the magnitude of the interaction energy but for a different reason.
With CP corrections, it is the monomer calculation that changes rather than
the cluster calculation. Consequently, the bottom of the well in Figure 3 is
unaffected by the procedure. The asymptote, however, is generally shifted
downward because the larger basis set lowers the energies of the monomers.
While this trend ðjECP

int j < jEintjÞ is generally true of most WFT conventional
methods, CP corrections can actually increase the magnitude of the interaction
energy when using resolution of the identity or techniques that employ auxili-
ary basis sets.99

A cautionary note concerning the deleted virtual approximation and CP
corrections is offered. For appropriately constructed basis sets, high-lying
unoccupied orbitals can be excluded from post-Hartree–Fock correlated com-
putation in the same manner that low-lying core orbitals are omitted in the
frozen core approximation. When performing monomer computations in the
basis set of the cluster (particularly the heterogeneous variety), the ghost orbi-
tals can sometimes have higher energies than the virtual orbitals centered on
the monomer of interest. In such cases, most default procedures for the deleted
virtual approximation will exclude the wrong virtual orbitals and special care
must be taken to ensure the correct unoccupied orbitals are deleted (such as by
reordering the orbitals).

Two-Body Approximation and Cooperative/Nonadditive
Effects

Interactions in weakly bound clusters can frequently be dominated by
2-body interactions between pairs of fragments within the system. In other
words, the sum of the interactions between each pair of fragments within
the cluster can be used to approximate Eint. Conceptually, this 2-body approx-
imation is straightforward when presented within the rigid monomer approx-
imation because the geometries of the isolated monomers (½f1�, ½f2� . . . ½fN�)
are identical to the monomer geometries in the cluster (½f �1 �, ½f �2 � . . . ½f �N�). (In
this section, an asterisk denotes that the fragment or group of fragments is
at the cluster geometry.) For a trimer f1f2f3, the pairwise or 2-body interaction
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energy (E2-body
int ) is simply the sum of the interaction energies of each pair of frag-

ments (f1f
�
2 , f1f

�
3 , and f2f

�
3 ) within the cluster. This RMA prescription for a tri-

mer can be extended readily to a cluster of arbitrary size,N, and composition in
which there are N

2

� � ¼N!=ð2!ðN � 2Þ!Þ ¼NðN � 1Þ=2 unique pairwise interac-
tions:

E2-body
int ½f1f2 . . . fN� ¼

XN�1

i¼1

XN
j>i

E½fif �j � � E½f �i � � E½f �j � ½9�

The pairwise approximation tends to be accurate in weakly coupled sys-
tems. For example, Tauer and Sherrill demonstrated that more than 98% of
the interaction energy of various benzene tetramer structures can be recovered
by simply adding together the pairwise interactions (or ‘‘dimers’’) in the sys-
tem.100 Despite ignoring higher order cooperative effects (3-body and 4-body
in this case), E2-body

int differs from Eint by no more than 2% for the benzene tet-
ramer configurations examined in the study. Because the higher order contri-
butions account for deviations between the pairwise additive 2-body
approximation and Eint, they are also frequently called nonadditive or coop-
erative effects (or just the nonadditivity or cooperativity). These many-body
terms will be defined more precisely in the next section.

The nonadditivity tends to increase for more strongly coupled systems
(sometimes dramatically), and, consequently, the quality of the 2-body approx-
imation deteriorates.101,102 In clusters of HF and/or H2O, the nonadditivity
can account for more than half of Eint, which necessarily implies that the error
associated with the 2-body approximation can exceed 50%.59 This section of
the tutorial will use (HF)3, (HF)4, and (HF)5 to demonstrate the procedure for
calculating these 2-body interactions as well as higher order (3-body, . . . N-
body) contributions via a many-body decomposition of Eint.

Many-Body Decomposition
The most common rigorous many-body decomposition scheme for

weakly bound clusters is based upon the approach introduced by Hankins,
Moskowitz, and Stillinger in 1970.103 Two lucid descriptions of the procedure
can be found in Ref. 104 and 105. Technically, a many-body decomposition
of Eint decomposes the energy of the cluster E½f1f2 . . . fN� into 1-body (E1),
2-body (E2), . . ., N-body (EN) contributions:

Eint ¼ E½f1f2f3 . . . fN� �
XN
i¼1

E½fi�

¼ fE1 þ E2 þ E3 þ � � � þ ENg �
XN
i¼1

E½fi� ½10�
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Each n-body term is obtained by adding together the energies of each unique
subset of n fragments within the cluster and subtracting from that the lower
order (1-body, 2-body, . . ., (n� 1)-body) contributions. The first-order correc-
tion is merely a sum of ‘‘monomer’’ energies in the cluster:

E1 ¼
XN
i¼1

E½f �i � ½11�

Note that the monomer energies (at the cluster geometry) in this summation
can be combined with monomer energies (at monomer geometry) from the
summation in Eq. [10] to obtain the energy associated with the distortion of
the monomers from their optimal structure to their geometry in the cluster
(much like the relaxation energy for CP corrections in Eq. [6]). By definition,
the contribution of EDIST to the interaction energy is positive (net repulsive
effect) when the clusters are fully optimized while EDIST ¼ 0 in the rigid mono-
mer approximation:

EDIST ¼
XN
i¼1

ðE½f �i � � E½fi�Þ ½12�

Eint ¼ EDIST þ E2 þ E3 þ � � � þ EN ½13�

The second-order term is obtained from the energies of each of the
N
2

� � ¼ NðN � 1Þ=2 unique pairs of fragments (or ‘‘dimers’’) from each of

which 2
1

� �
1-body contributions must be subtracted:

E2 ¼
XN�1

i¼1

XN
j>i

�2E½fif �j � ½14�

�2E½fif �j � ¼ E½fif �j � � ðE½f �i � þ E½f �j �Þ ½15�

One should recognize this expression for E2 since it is identical to the 2-body
interaction energy from Eq. [9] (i.e., E2 ¼ E2-body

int ). This relationship provides
a rigorous definition of the nonadditivity or cooperativity:

Eint ¼ EDIST þ E2-body
int þ E3 þ � � � þ EN

¼ EDIST þ E2-body
int þ dEnonadd ½16�

¼ EDIST þ Emany-body
int ½17�
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Continuing to the third-order expression gives N
3

� � ¼ NðN � 1ÞðN � 2Þ=6
unique ‘‘trimers.’’ There are 3

2

� �
2-body and 3

1

� �
1-body contributions that

must be removed from each trimer energy:

E3 ¼
XN�2

i¼1

XN�1

j>i

XN
k>j

�3E½fifjf �k � ½18�

�3E½fifjf �k � ¼E½fifjf �k �
�ð�2E½fif �j �þ�2E½fif �k �þ�2E½fjf �k �Þ�ðE½f �i �þE½f �j �þE½f �k �Þ ½19�

For the 4-body contribution, there are N
4

� �
‘‘tetramer’’ energies from each of

which 4
3

� �
3-body, 4

2

� �
2-body, and 4

1

� �
1-body terms are subtracted:

E4 ¼
XN�3

i¼1

XN�2

j>i

XN�1

k>j

XN
l>k

�4E½fifjfkf �l � ½20�

�4E½fifjfkf �l � ¼E½fifjfkf �l ��ð�3E½fifjf �k �þ�3E½fifjf �l �þ�3E½fifkf �l �
þ�3E½fjfkf �l �Þ�ð�2E½fif �j �þ�2E½fif �k �þ�2E½fif �l ��2E½fjf �k �
þ�2E½fjf �l �þ�2E½fkf �l �Þ� ðE½f �i �þE½f �j �þE½f �k �þþE½f �l �Þ ½21�

A new indexing notation is introduced to help provide a generalized
expression for the n-body contribution to the (interaction) energy of a cluster
withN components. The indices i; j; k; . . . are replaced with i1; i2; i3; . . . ; in�1; in
to emphasize that this n-body component, En, contains n nested summations

giving rise to N
n

� � ¼ N!=ðn!ðN � nÞ! terms:

En ¼
XN�nþ1

i1¼1

XN�nþ2

i2>i1

� � �
XN�1

in�1>in�2

XN
in>in�1

�nE½fi1fi2 fi3 . . . fin�1
f �in � ½22�

Again, each �nE term is obtained by removing the lower order contributions
from the electronic energy of the n-mers composed of fragments

fi1fi2fi3 . . . fin�1
fin . That is, one must subtract n

1

� �
1-body terms, n

2

� �
2-body

terms, . . ., n
n�1

� �ðn� 1Þ-body terms from E½fi1fi2fi3 . . . fin�1
f �in �. To denote these

terms; the indices a1; a2; . . . ; an�1 are used to run over the values of a particular
set of fragment indices, S ¼ fi1; i2; i3; . . . ; in�1; ing. Note that the index aj cor-
responds to the jth element in S and, therefore, fragment fij . It does not neces-
sarily have anything to do with fragment fj. This is a subtle but important
distinction. For example, f1 does not appear in�3E½f3f5f7� even though a loops

56 Reliable Electronic Structure Computations



over 1, 2, 3 to give ia1 ¼ 3, ia2 ¼ 5, and ia3 ¼ 7.

�nE½fi1fi2fi3 . . . fin�1
f �in �

¼E½fi1 fi2fi3 . . . fin�1
f �in �

�
Xn
a¼1

E½f �ia �

�
Xn�1

a1¼1

Xn
a2>a1

�2E½fia1 f �ia2 �

�
Xn�2

a1¼1

Xn�1

a2>a1

Xn
a3>a2

�3E½fia1 fia2 f �ia3 �

� � � �

�
XX

� � �
Xn

1�a1<a2���<an�2

�n�2E½fia1 fia2 fia3 . . . f �ian�2
�

�
XX

� � �
XXn

1�a1<a2���<an�2<an�1

�n�1E½fia1 fia2 fia3 . . . fian�2
f �in�1

� ½23�

By expanding �2E;�3E; . . . ;�nE, the expressions for the components of
the cluster energy (and therefore interaction energy via Eq. [10] and [13]) can
be simplified. In the following form, it is easier to see a connection between
this many-body decomposition and the inclusion–exclusion principle (also
known as the sieve principle) from combinatorial mathematics:

E2 ¼
XN�1

i¼1

XN
j>i

E½fif �j �

� ðE½i�� þ E½j��Þ ½24�

E3 ¼
XN�2

i¼1

XN�1

j>i

XN
k>j

E½fifjf �k �

� ðE½fif �j � þ E½fif �k � þ E½fjf �k �Þ
þ ðE½f �i � þ E½f �j � þ E½f �k �Þ ½25�

E4 ¼
XN�3

i¼1

XN�2

j>i

XN�1

k>j

XN
l>k

E½fifjfkf �l �

� ðE½fifjf �k � þ E½fifjf �l � þ E½fifkf �l � þ E½fjfkf �l �Þ
þ ðE½fif �j � þ E½fif �k � þ E½fif �l � þ E½fjf �k � þ E½fjf �l � þ E½fkf �l �Þ
� ðE½f �i � þ E½f �j � þ E½f �k � þ E½f �l �Þ ½26�
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Again, a general expression for En can be obtained in the same manner from
Eq. [22]:

En ¼
XX

� � �
XXXN

1�i1<i2���<in�2<in�1<in

E½fi1fi2fi3 . . . fin�2
fin�1

f �in �

þ ð�1Þ1
XX

� � �
XXN

1�i1<i2���<in�2<in�1

E½fi1fi2fi3 . . . fin�2
f �in�1

�

þ ð�1Þ2
XX

� � �
XN

1�i1<i2���<in�2

E½fi1 fi2fi3 . . . f �in�2
�

þ � � �

þ ð�1Þn�3
XN�2

i1¼1

XN�1

i2>i1

XN
i3>i2

E½fi1 fi2f �i3 �

þ ð�1Þn�2
XN�1

i1¼1

XN
i2>i1

E½fi1f �in2 �

þ ð�1Þn�1
XN
i1¼1

E½f �i1 � ½27�

Application to HF Trimer, Tetramer, and Pentamer
Because the cyclic ðHFÞn clusters (n ¼ 3� 5) used in this tutorial are sym-

metric, the number of computations required to perform a many-body decom-
position of the interaction energy is reduced dramatically. In general,
application of the decomposition procedure to a pentamer could require as
many as 25 additional calculations: 5

4

� � ¼ 5 for the tetramer subsets, 5
3

� � ¼ 10
for the trimer subsets, and 5

2

� � ¼ 10 for the dimer subsets. For (HF)5, however,
symmetry reduces this to 5 calculations (1 unique tetramer computation, 2
unique trimer computations, and 2 unique dimer computations).

For (HF)3, there is only a single unique 2-body energy since E½f1f �2 � ¼
E½f1f �3 � ¼ E½f2f �3 � while there are two such quantities for (HF)4 and (HF)5
(E½f1f �2 � ¼ E½f1f �4 � ¼ E½f2f �3 � ¼ E½f3f �4 � � E½fif �j � and E½f1f �3 � ¼ E½f2f �4 � � E½fif �k �).
These values are reported Table 3 for both relaxed and rigid monomers. One
finds a single unique 3-body energy (E½f1f2f �3 �¼E½f1f2f �4 �¼E½f1f3f �4 �¼ E½f2f3f �4 �)
for (HF)4 but two for (HF)5 (E½f1f2f �3 �¼E½f1f2f �5 �¼E½f1f4f �5 �¼ E½f2f3f �4 � ¼
E½f3f4f �5 � �E½fifjf �k � and E½f1f2f �4 �¼E½f1f3f �4 �¼E½f1f3f �5 �¼ E½f2f3f �5 �¼ E½f2f4f �5 ��
E½fifjf �l �). Of course, (HF)5 has only one unique 4-body energy, which is given
in Table 3 along with all of the 2- and 3-body energies.

Step 5 in this tutorial is to reproduce the RHF/aug-cc-pVDZ electronic
energies in Table 3. Sample input files for several popular software packages
are available online.92 It is worth noting that these computations could just as
easily be performed in the entire basis set of the complex, thereby yielding a
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CP-corrected many-body decomposition. However, that would increase the
time of the computations for this tutorial substantially.

The monomer energies from Tables 1 and 2 have been used to determine
the EDIST values (Eq. [12]) shown in Table 4. (Again, a conversion factor of
1Eh � 2625:5 kJmol�1 has been adopted.) For these symmetric cyclic ðHFÞn
(n ¼ 3� 5) clusters, EDIST is simply n	 ðE½HF�� � E½HF�Þ ¼ n	 ð�ERLXÞ.
The many-body interaction energy can then be calculated from Eint and EDIST

via Eq. [17]. Recall that within the RMA, EDIST ¼ 0 so that in the bottom
half of Table 4 Emany-body

int is the same as Eint.
The 2-body through 5-body contributions to the many-body interaction

energy shown in Table 4 are relatively simple to compute because there are
only a few symmetry-unique terms. As mentioned earlier, there exist at most
two unique 2-body energies [in (HF)4 and (HF)5] and two unique 3-body energies
[in (HF)5]. Furthermore, all monomers in a given cluster are identical, and the cor-
responding energies can be obtained from Table 2 (E½HF�� ¼ E½HF�monomer basis

cluster geom ).

Table 3 Unique Many-Body Electronic Energies (in Eh) for (HF)n, n ¼ 3� 5
Computed at the RHF/aug-cc-pVDZ Level

E½fif �j � E½fif �k � E½fifjf �k � E½fifjf �l � E½fifjfkf �l �
Fully Optimized Clustersa

ðHFÞ3b �200:072923 — — — —

ðHFÞ4b �200:072748 �200:069328 �300:116161 — —

ðHFÞ5b �200:072425 �200:068570 �300:115003 �300:109494 �400:160289

Rigid Monomer Approximationc

ðHFÞ3b �200:073038 — — — —

ðHFÞ4b �200:073100 �200:069755 �300:116246 — —

ðHFÞ5b �200:072990 �200:069093 �300:115406 �300:110113 �400:160256

aSee Tables 1 and 2 for 1-body energies.
bSee Table 1 for the full n-body energies for ðHFÞn.
cSee Table 1 for 1-body energy.

Table 4 Many-Body Decomposition of Eint for (HF)n, n ¼ 3� 5a

Edist Emany-body
int E2 E3 E4 E5 dEnonadd

Fully Optimized Clusters

(HF)3 þ0:96 �50:93 �43:58 �7:34 — — �7:34
(HF)4 þ2:87 �93:40 �71:23 �20:65 �1:51 — �22:17
(HF)5 þ4:08 �128:61 �91:52 �33:43 �3:38 �0:27 �37:08

Rigid Monomer Approximation

(HF)3 — �49:13 �42:58 �6:55 — — �6:55
(HF)4 — �88:12 �68:56 �18:27 �1:28 — �19:55
(HF)5 — �120:86 �89:51 �28:45 �2:66 �0:24 �31:35

aAll values were computed at the RHF/aug-cc-pVDZ level and are reported in kJmol�1.
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Consequently, Eq. [27] and the preceding equations end up with fairly simple
forms for ðHFÞn, n ¼ 3� 5:

EDIST½HFn� ¼ �n	 ERLX½HF� ½28�
E2½HF3� ¼ 3E½fif �j � � 6E½HF�� ½29�
E2½HF4� ¼ 4E½fif �j � þ 2E½fif �k � � 12E½HF�� ½30�
E2½HF5� ¼ 5E½fif �j � þ 5E½fif �k � � 20E½HF�� ½31�
E3½HF4� ¼ 4ðE½fifjf �k � � f2E½fif �j � þ E½fif �k �g þ 3E½HF��Þ ½32�
E3½HF5� ¼ 5ðE½fifjf �k � þ E½fifjf �l � � 3fE½fif �j � þ E½fif �k �g þ 6E½HF��Þ ½33�
E4½HF5� ¼ 5ðE½fifjfkf �l � � 2fE½fifjf �k � þ E½fifjf �k �g

þ 3fE½fif �j � þ E½fif �k �g � 4E½HF��Þ ½34�

The full n-body contribution to each ðHFÞn cluster can be obtained in
different ways, the easiest of which is to subtract the lower order contributions
(E2;E3; . . . ;En�1) from Emany-body

int . Alternatively, Eq. [27] can be simplified in
the same manner as the lower order terms:

E3½HF3� ¼ E½HF3� � 3E½fif �j � þ 3E½HF�� ½35�
E4½HF4� ¼ E½HF4� � 4E½fifjf �k � þ 4E½fif �j � þ 2½fif �k � � 4E½HF�� ½36�
E5½HF5� ¼ E½HF5� � 5E½fifjfkf �l � þ 5E½fifjf �k � þ 5½fifjf �l �

� 5E½fif �j � � 5½fif �k � þ 5E½HF�� ½37�

Although every contribution to the interaction energies of these HF clus-
ters are attractive, this does not always hold. In certain cases, some of the
many-body components may actually be repulsive.100 In step 6, you should
calculate components of Eint in Table 4 (EDIST;E2;E3;E4;E5) by applying
Eqs. [12], [16], [17], [25]–[27] to the electronic energies in the Tables 1, 2,
and 3.

Size Consistency and Extensivity of the Energy

Energy is an extensive property. This fundamental thermodynamic prin-
ciple is introduced early in most general chemistry textbooks, and it provides
the foundation for the supermolecule description of intermolecular interac-
tions. Unfortunately, not all electronic structure techniques are size con-
sistent106 (or more generally size extensive107). That is, the energy computed
by some methods does not scale properly with the number of noninteracting
fragments. Readers interested in more detail may be interested in the sections
discussing size consistency and extensivity in the review of coupled-cluster
theory by Crawford and Schaefer.108
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To illustrate the point, consider two noninteracting (i.e., well-separated)
HF molecules. (This can effectively be achieved in a computation by placing
the HF molecules on the z axis and separating them by � 1000 Å so that the
F atoms are at 0 and 1000 Å while the H atoms are at 0.900 and 1000.900
Å.) Using the data in Table 1, we know the electronic energy of a single HF
molecule is �100:033816Eh when computed with the SCF method and the
aug-cc-pVDZ basis set. As you would expect, the corresponding energy
of two noninteracting HF molecules (i.e., separated by 1000 Å) is exactly
2	�100:033816 ¼ �200:067632Eh but only because the SCF method is
size consistent. Truncated configuration interaction (CI) methods such as the
one including only single and double configurations (CISD) are not. The
CISD/aug-cc-pVDZ energy is �100:253275Eh if all electrons are correlated
while that of two monomers separated by 1000 Å is �200:488703Eh, which
is significantly different than 2	�100:253275 ¼ �200:506551Eh. As men-
tioned in the Introduction, this review only focuses on size-consistent electronic
structure techniques. In the final step (step 7) of this tutorial, you should com-
pute the SCF and CISD (all electrons correlated) energies of two HF monomers
separated by 1000 Å. Compare these energies to those of a single monomer.

Summary of Steps in Tutorial

1. Reproduce electronic energies in Table 1.
2. Calculate Eint values on the left side of Table 2 (Eq. [2]).
3. Reproduce electronic energies in Table 2.
4. Calculate ECP

int values on the right side of Table 2 (Eq. [8]).
5. Reproduce electronic energies in Table 3.
6. Calculate components of Eint in Table 4 (Eqs. [12], [16], [17], [25]–[27]).
7. Reproduce the electronic energies discussed in the proceedings section and

check the size consistency of the results obtained with the SCF and CISD
methods.

Sample input files for various software packages are available online.92 If the elec-
tronic energies that you compute do not agree with those presented here, make
sure that the energy is converged to at least eight decimal places in the SCF pro-
cedure and that tolerances for integral screening are no larger than 10�10. Addi-
tionally, discrepancies on the order of 1	 10�6 Eh have been observed in some
cases that can be attributed to differences in the conversion factor used to change
angstroms to bohrs. Finally, rounding errors may lead to discrepancies on the
order of 0:01 kJmol�1 for the other data presented in Tables 2 and 4.

HIGH-ACCURACY COMPUTATIONAL STRATEGIES

Although quantum mechanical studies of weak interactions can be
traced back to Slater’s 1929 work on He,109 the first supermolecule ab initio
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investigations of hydrogen bonding (reminiscent of those outlined above) were
conducted approximately four decades ago.85,110,111 Accuracy has been and
continues to be one of the major challenges facing theoreticians (as well as
experimentalists) working with weakly bound clusters. Consider, for example,
covalent versus noncovalent interactions. An error of a few kilojoules per mole
(chemical accuracy) per covalent bond may be acceptable because it typically
represents a relative error of just a few percent. However, for weak noncovalent
bonding an absolute error of a few kilojoules per mole could easily amount to a
relative error in excess of 100%. Fortunately, by carefully applying the arsenal
of sophisticated electronic structure techniques available today, it is possible to
reduce the major sources of error (basis sets and electron correlation) to accep-
table levels.

One of the most important lessons learned over the years is that not all
weak noncovalent interactions are created equal. A particular quantum model
chemistry that provides quantitatively reliable results for hydrogen bonding
may yield qualitatively incorrect results for something like p stacking. For
example, second-order Møller–Plesset (MP2) perturbation theory and several
popular density functional (DFT) techniques can characterize the water dimer
and trimer with a reasonable degree of accuracy. However, the former method
overestimates p-stacking interactions in benzene by a factor of 2, while the lat-
ter fail to yield any sort of attractive interaction between two stacked benzene
molecules. Consequently, it is imperative that ‘‘the right answer’’ is obtained
for ‘‘the right reason’’ rather than relying on (or hoping for) some sort of error
cancellation. Fortunately, well-established procedures exist by which one can
converge to ‘‘the right answer.’’ The most common of these convergent
approaches to high-accuracy computational chemistry systematically improve
(i) the correlated electronic structure techniques and (ii) the atomic orbital
(AO) basis sets. This dual extrapolation scheme is depicted in Figure 4.

Figure 4 Example of convergent quantum chemistry scheme that employs AO basis sets
that systematically approach the 1-particle or complete basis set (CBS) limit along with
correlated electronic structure techniques that systematically approach the n-particle or
full configuration interaction (FCI) limit.
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Primer on Electron Correlation

The first component of convergent approaches to quantum chemistry is
the computational procedure used to treat the electron correlation problem
(depicted along the horizontal axis of Figure 4). A tutorial on treating electron
correlation has been published earlier in this book series.112 References 113 and
114 provide two additional excellent overviews of the subject. In any system
with n interacting bodies (classical or quantum), the instantaneous motions of
the bodies are correlated. Except for the simplest cases (e.g., certain one-electron
systems), exact solutions to this n-particle (or many-body) problem cannot be
obtained. Mean-field approximations (such as Hartree–Fock theory) neglect
the instantaneous correlated motions of the bodies. The ‘‘missing’’ energy that
corresponds to these simultaneous and instantaneous interactions is the correla-
tion energy. In electronic structure theory, the correlation energy is typically
(although not unambiguously) defined as the difference between the exact (non-
relativistic) electronic energy and the Hartree–Fock energy.115

Configuration interaction (CI) theory, coupled-cluster (CC) theory, and
many-body perturbation theory (MBPT), of which Møller–Plesset (MP) per-
turbation theory is a specific case, are three of the most popular and relevant
approaches that have been developed to systematically improve the computa-
tional description of electron correlation that is absent in Hartree–Fock theo-
ry. (Density functional methods are not mentioned here. Although DFT
provides a very cost-effective means of recovering part of the electron correla-
tion energy, the systematic improvement of individual functionals is proble-
matic.) The missing correlation energy is recovered by constructing the wave
function out of many different electron configurations (or Slater determinants)
that are generated by ‘‘exciting’’ electrons from the occupied orbitals of the
Hartree–Fock reference configuration to unoccupied (or virtual) orbitals.
These additional (or excited) configurations are typically classified by excita-
tion (or substitution) level: S for single excitations/substitutions, D for double,
T for triple, etc.

Approximate many-electron wave functions are then constructed from
the Hartree–Fock reference and the excited-state configurations via some
sort of expansion (e.g., a linear expansion in CI theory, an exponential ex-
pansion in CC theory, or a perturbative power series expansion in MBPT).
When all possible excitations have been incorporated (S, D, T, . . . ; n for an
n-electron system), one obtains the exact solution to the nonrelativistic electro-
nic Schrödinger equation for a given AO basis set. This n-particle limit is typi-
cally referred to as the full CI (FCI) limit (which is equivalent to the full CC
limit). As Figure 5 illustrates, several WFT methods can, at least in principle,
converge to the FCI limit by systematically increasing the excitation level (or
perturbation order) included in the expansion technique.

It is particularly important to note that while the linear CI expansion
necessarily converges and all evidence suggests the exponential CC expansion
always converges, the MBPT (or MP) series does diverge occasionally.116,117
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Consequently, the most popular progression toward the FCI limit is MBPT2
ðor MP2Þ ! CCSD(T) rather than MBPT2 ðor MP2Þ ! MP3 ! MP4. The
CCSD(T) method, which includes a perturbative estimate of triple substitu-
tions, is often referred to as the ‘‘gold standard’’ of quantum chemistry
because (i) it generally provides results that are close to the FCI limit, espe-
cially for the systems that are the focus of this chapter, and (ii) it can be
applied feasibly to moderately sized systems (a few dozen atoms). [Estimates
of higher order correlation effects (e.g., quadruple substitutions) suggest that
the CCSD(T) method provides converged results for the entire spectrum of
noncovalent interactions.118–120] The CCSD ! CCSD(T) sequence is also
useful but is less commonly used because the CCSD method has more signifi-
cant computational demands than MP2. These computational demands (or
computational overhead) are the topic of the discussion below on the scaling
problem.

Primer on Atomic Orbital Basis Sets

To introduce the concepts of a basis set and basis functions, we begin with
a simple (unknown) function of a single variable, f ðxÞ. A variety of procedures
can be used to ‘‘fit’’ (or estimate) this function. For example, a simple power
series could be used to approximate this simple function of the variable x:

f ðxÞ � c0 þ c1xþ c2x
2 þ c3x

3 ½38�
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Figure 5 Convergence of correlated methods to the FCI bond length of N2. All results
were obtained with the cc-pVDZ basis set. The CCSDTQ bond length was computed for
this work while all other data points were taken from Ref. 116.
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Here we are using a basis set to approximate the unknown function f ðxÞ. The
basis functions are fxi : i ¼ 0; 1; 2; 3g. The expansion coefficients, ci, are deter-
mined by some sort of procedure that adjusts their values in order to obtain
the best fit to the function f ðxÞ. The approximation can generally be improved
by using a larger basis set,

f ðxÞ � c0 þ c1xþ c2x
2 þ c3x

3 þ c4x
4 þ c5x

5 ½39�

and it becomes exact in the limit of an infinitely large or complete basis set
(CBS):

f ðxÞ ¼ c0 þ c1xþ c2x
2 þ c3x

3 þ � � � ¼
X1
i¼0

cix
i ½40�

In quantum chemistry we are concerned with approximating a molecular
wave function, c, rather than a simple function of a single variable, f ðxÞ. In the
Hartree–Fock approximation, the many-electron wave function, c, is approxi-
mated with the antisymmetrized product of one-electron molecular orbitals
(MOs). As you might expect, powers of x are not necessarily the best choice
for a basis set in which to expand these one-electron functions. It does not
require too much chemical intuition to recognize that the analytical wave func-
tions for one-electron atoms (i.e., the s, p, and d orbitals shown in general chem-
istry textbooks) might provide a good set of basis functions in which to expand
themolecular orbitals. After all, molecules are made of atoms. So, why not build
molecular orbitals out of atomic orbitals? This is, of course, the familiar linear
combination of atomic orbitals to form molecular orbitals (LCAO-MO)
approximation. Both Slater and Gaussian atomic orbitals (AOs) provide fairly
convenient basis functions for electronic structure computations. Of course, not
all basis sets need to have a chemically motivated origin. For example, plane
wave basis sets owe their success to computational efficiency.

Unfortunately, a bigger AO basis set does not necessarily give better
results. Bigger is better only if the basis sets are properly constructed. In
1989, Dunning introduced the correlation-consistent family of basis sets,121–
123 which was a huge advance in the field of convergent quantum chemistry.
They were designed to converge systematically to the complete basis set (CBS)
or 1-particle limit. These basis sets are typically denoted cc-pVXZ where X
denotes the maximum angular momentum of the Gaussian atomic orbitals
in the basis set (2 for d functions, 3 for f functions, etc.) and is also referred
to as the cardinal number of the basis (D for double-� basis set, T for triple-�,
etc.). Because of the convergence properties of these basis sets, we can expect the
larger basis sets to be more reliable. [X ¼ 4 (or Q) is better than X ¼ 3 (or T),
which is better thanX ¼ 2 (or D).] The same is not true of other families of basis
sets [e.g., 6-311G(2df ; 2pd) vs. 6-31G(d; p) or TZ2P vs. DZP].
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In the examples shown along the y axis in Figure 4, the ‘‘aug-’’ prefix
indicates that the correlation-consistent basis sets have been augmented with
diffuse basis functions.122 These functions have small orbital exponents
and are therefore spatially extended as can be seen in the radial plots shown
in Figure 6. Diffuse functions are useful in computations for weakly bound
clusters because they help describe the long-range interactions between frag-
ments. (Basis sets augmented with diffuse functions are also commonly used
to improve the description of negatively charged ions.) In fact, diffuse func-
tions are practically essential for such applications. In some situations, diffuse
functions need only be added to nonhydrogen atoms. However, results for
weak noncovalent interactions obtained without diffuse functions must be
analyzed carefully because CP corrections for basis set superposition error
can still leave an unacceptably large basis set incompleteness error (see discus-
sion below).

Extrapolation Techniques
Because of the systematic nature of the correlation-consistent family of

basis sets, it is possible to use extrapolation techniques to estimate the CBS
limit. For example, the three-parameter exponential function introduced by
Feller nicely describes the convergence of SCF energy to the CBS limit with
respect to the cardinal number of the basis set, X.124,125 By fitting data from
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Figure 6 Diffuse basis functions are more spatially extended than their valence
counterparts. The dashed curve represents the radial plot of the normalized diffuse 1s
Gaussian basis function for H from the aug-cc-pVDZ basis set while the solid curve is
for the corresponding contracted valence 1s basis function.
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three or more basis sets to this function, one can estimate the SCF CBS limit:

ESCF ¼ ECBS
SCF þ a expð�bXÞ ½41�

Various formulas have been proposed to describe the convergence
behavior of the correlation energy (Ecorr), which is distinctly different from
and slower than that for the SCF energy. Here a few common examples are
introduced. Note that the following extrapolation procedures are applied
only to the correlation energy, not the total energy. In other words, Ecorr ¼
Etotal � ESCF. The simple two-parameter formula suggested by Helgaker et
al.126 is popular:

Ecorr ¼ ECBS
corr þ

b

X3
½42�

because it can be manipulated into an expression that utilizes only the two
most accurate data points. No fitting is required with the resulting equation.
One simply inserts the correlation energies from the two largest basis sets with
cardinal numbers Xmax and Xmax � 1:

ECBS
corr ¼

EXmax
corr ðXmaxÞ3 � EXmax�1

corr ðXmax � 1Þ3
ðXmaxÞ3 � ðXmax � 1Þ3 ½43�

For the fitting of correlation energies obtained with extremely large hextuple-
and heptuple-zeta (6Z and 7Z) basis sets, the following revision to Eq. [43] has
been suggested based on MP2 pair energies:127

ECBS
corr ¼

EXmax
corr ðXmax þ 0:5Þ3 � EXmax�1

corr ðXmax � 0:5Þ3
ðXmax þ 0:5Þ3 � ðXmax � 0:5Þ3 ½44�

Also, Martin has proposed a two-parameter fit to a quartic polynomial
(Schwartz4) and a three-parameter fit to a sixth-degree polynomial
(Schwartz6):128

Ecorr ¼ ECBS
corr þ

a

ðXþ 1
2Þ4

þ b

ðXþ 1
2Þ6

b ¼ 0 Schwartz4
b 6¼ 0 Schwartz6

�
½45�

Although many more incarnations describing the convergence of the cor-
relation energy with respect to X can be found in the literature, they tend to
adhere to the same philosophy as that adopted in Eqs. [42]–[45]. It is worth
noting that better results are generally obtained when only the most accurate
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data points are used in the extrapolation.129,130 For example, if MP2 correla-
tion energies are available for cc-pVDZ, cc-pVTZ, cc-pVQZ, cc-pV5Z, and
cc-pV6Z basis sets, then the most reliable extrapolation schemes can be
obtained by fitting the Q/5/6 data points or just the 5/6 data points. Some
examples of these extrapolation procedures are presented in the tutorial
below.

Explicitly Correlated Methods
A serious implication of the equations presented in the previous section is

that the correlation energy converges to the CBS limit slowly with respect to
the cardinal number (or angular momentum) of the basis set. In response, dra-
matic progress has been made in the development of explicitly correlated R12
methods that ‘‘ bypass the slow convergence of conventional methods, by aug-
menting the traditional orbital expansions with a small number of terms that
depend explicitly on the interelectronic distance r12.’’131 Through various
approximations (e.g., the resolution of the identity) and by changing the linear
r12 dependence to a different functional form (f12), these R12 and F12 meth-
ods can provide correlation energies (typically at the MP2 level) that are con-
verged to the CBS limit with only TZ or possibly even DZ quality basis sets.
Readers interested in more details are strongly encouraged to consult the out-
standing review by Klopper and co-workers.

Scaling Problem

Thanks to the concurrent development of more efficient computer algo-
rithms and affordable high-performance computing hardware, the sophisti-
cated electronic structure techniques described in the primer on electron
correlation above can be brought to bear on weakly bound clusters of ever-
increasing size (and with larger/better basis sets such as the correlation-
consistent basis sets described in the preceding section). The drawback of these
correlated electronic structure techniques is that their computational demands
(memory, CPU time, disk space) increase sharply with the size of the system.
For example, the ‘‘gold standard’’ of single-reference, ground-state quantum
chemistry [i.e., the CCSD(T) method] scales as the 7th power of the size of
the system, OðN7Þ. The practical consequences of this are devastating. Sup-
pose you have the facilities to perform a CCSD(T) computation on the water
hexamer with the aug-cc-pVTZ basis set (552 basis functions). By the time this
chapter is printed, high-performance personal computers might be fast enough
to perform a serial (nonparallel) computation of this magnitude in approxi-
mately 1 week. If one wishes to perform the same calculation on (H2O)18,
the computational requirements will increase by 37 ¼ 2187 since the system
has tripled in size. That means the time required to perform the computation
would increase from 1 week to more than 42 years on the same computer. (A
nice overview of the scaling requirements of some popular methods can be
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found in Ref. 113, and a tutorial on linear scaling in quantum chemistry has
appeared in this book series.132) Parallelization does not solve the issue. If a
parallel CCSD(T) code executed on a high-performance cluster can reduce
the time for the (H2O)6 computation to 1 day, the (H2O)18 calculation will
still take 6 years to finish. Even if time was not a factor, these ludicrous com-
putations would not be feasible because memory and disk requirements also
increase by the same factor of 2187.

Estimating Eint at the CCSD(T) CBS Limit:
Another Tutorial

High-accuracy model chemistries (for all types of chemical systems, not
just weakly bound clusters) typically rely on additive schemes because of the
hefty computational demands of highly correlated electronic structure techni-
ques (see preceding section). In this section we demonstrate how to reliably
estimate the CCSD(T) CBS limit even though it is generally not feasible to
compute CCSD(T) energies for weakly bound clusters with basis sets large
enough to yield a meaningful extrapolation to the CBS limit. This feat can
be achieved because contributions from higher order (triple, quadruple, etc.)
excitations tend to converge quickly with respect to the size of the AO basis
set even though the total correlation energy converges slowly to the CBS limit
(discussed above). As a result, the general strategy is to combine the CBS limit
for a less demanding correlated method that includes only lower order excita-
tions (e.g., MP2, CCSD, CISD) with a correction for higher order correlation
effects obtained with small basis sets. The most popular combination is to use
the MP2 CBS limit with a CCSD(T) correction.

Table 5 contains the MP2, CCSD, and CCSD(T) correlation energies for
the HF monomer and trimer obtained with a series of correlation-consistent
basis sets where diffuse functions are added only to the heavy (nonhydrogen)
atoms, denoted haXZ. The frozen core approximation was adopted for all of
the calculations (i.e., electrons in the 1s-like orbitals on F were not included in
the correlation procedure). The SCF energies converge very quickly. The
ha5Z and ha6Z data points are within 1mEh of the SCF CBS limit that was
obtained by fitting all five SCF energies (haDZ–ha6Z) to Eq. [41]. In contrast,
the MP2 correlation energy converges more slowly. The ha5Z values are still
more than 9mEh away from the MP2 CBS limit that was obtained by simply
applying Eq. [43] to the ha5Z and ha6Z MP2 correlation energies (not the
total MP2 electronic energies). The CCSD and CCSD(T) correlation energies
are also provided for the haDZ, haTZ, and haQZ basis sets. No CCSD and
CCSD(T) CBS limits are given, however, because extrapolations with smaller
basis sets tend not to be as reliable as when larger correlation-consistent basis
sets (e.g., pentuple- or sextuple-�) are used to obtain the correlation ener-
gies.129,130,133 Unfortunately, such computations are often prohibitively
demanding.
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Step 1 in the tutorial associated with this section is to reproduce the SCF
and correlation energies in Table 5. However, this step is optional because sev-
eral of the computations require a good deal of time and resources. As such, it
may not be worth the effort for most readers interested in the tutorial.

Step 2 in the tutorial, however, is more important and should not be con-
sidered optional. Readers should be able to reproduce the MP2 CBS limit by
plugging the ha5Z and ha6Z data from Table 5 into Eq. [43]:

ECBS
MP2 ¼

216ðEha6Z
MP2 Þ � 125ðEha5Z

MP2 Þ
91

½46�

Similarly, you should be able to reproduce the SCF CBS limit by fitting all five
SCF energies (haDZ–ha6Z) to Eq. [41]. This process is a bit more involved
since it generally requires software capable of performing a nonlinear fit. For-
tunately, a variety of freely available programs (including gnuplot134) can
fit data to nonlinear equations.

The data in Table 5 have been used to compute the interaction energies
ðEintÞ of (HF)3 shown in Table 6. Here it is easier to achieve rapid convergence
of higher order correlation effects. While the MP2 and CCSD(T) interaction
energies continue to change appreciably as X increases, the difference between
the two (dCCSDðTÞ

MP2 ) converges very quickly to � �1:5kJmol�1. Thus the CCSD

Table 5 SCF Electronic Energies and MP2, CCSD, and CCSD(T) Correlation
Energies (in Eh) of HF and (HF)3 Obtained with a Series of Correlation Consistent
Basis Sets

Basis seta ESCF EMP2 ECCSD ECCSDðTÞ

HF Monomer

haDZ (28) �100:033348 �0:220691 �0:224524 �0:228425
haTZ (60) �100:061354 �0:278496 �0:279840 �0:287214
haQZ (110) �100:068993 �0:300097 �0:299628 �0:307789
ha5Z (182) �100:071047 �0:309009 — —
ha6Z (280) �100:071251 �0:313005 — —
CBS �100:071625b �0:318494c — —

HF Trimer

haDZ (84) �300:119318 �0:665993 �0:676952 �0:689508
haTZ (180) �300:202077 �0:840519 �0:844137 �0:867192
haQZ (330) �300:224732 �0:905371 �0:903564 �0:929013
ha5Z (546) �300:230791 �0:932136 — —
ha6Z (840) �300:231389 �0:944120 — —
CBS �300:232512b �0:960582c — —

ahaXZ denotes cc-pVXZ for H and aug-cc-pVXZ for F. Number of basis functions in
parentheses.
bObtained by fitting the haDZ–ha6Z data to Eq. [41].
cObtained by applying Eq. [43] to the ha5Z and ha6Z MP2 correlation energies.
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(T) can be reasonably estimated by adding the dCCSDðTÞ
MP2 correction obtained

from smaller basis sets to the MP2 CBS limit of Eint:

E
CCSDðTÞ=CBS
int � E

MP2=CBS
int þ dCCSDðTÞ

MP2 ½47�

For this example, the CCSD(T) correction of �1:49 kJmol�1 obtained with
the haQZ basis set is combined with the MP2 CBS limit to produce an estimate
of �61:19 kJmol�1 for the CCSD(T) CBS interaction energy of (HF)3. Square
brackets have been placed around these numbers in Table 6 to denote that they
are based upon the additive approximation in Eq. [47] rather than an extra-
polation of the correlation energy.

Step 3 in the tutorial associated with the section is to calculate the SCF
and MP2 interaction energies (including the CBS values) in Table 6 from the
energies given in Table 5.

Step 4 in the tutorial is to calculate the CCSD(T) Eint and dCCSDðTÞ
MP2 values

for the haDZ, haTZ, and haQZ basis sets.
Step 5 in the tutorial is to use Eq. [47] to estimate the CCSD(T) CBS limit

of Eint for (HF)3.

Accurate Potential Energy Surfaces

The systematic computational strategy outlined in this section of the
review is necessary albeit demanding. The approach provides an accurate
description of the entire spectrum of noncovalent interactions between frag-
ments in a cluster. One can be confident in the calculated results regardless
of cluster composition [i.e., whether examing the (H2O)6, ðC6H6Þ2, or a mix-
ture of the two]. Less obviously but more importantly, one can also be confi-
dent in the calculated results across the entire (intermolecular) potential energy

Table 6 SCF, MP2, and CCSD(T) Interaction Energies (Eint) of
(HF)3 Obtained with a Series of Correlation-Consistent Basis Setsa

Basis setb SCF MP2 dCCSDðTÞ
MP2 CCSD(T)

haDZ �50:60 �60:89 �0:82 �61:71
haTZ �47:30 �60:50 �1:37 �61:87
haQZ �46:61 �59:94 �1:49 �61:44
ha5Z �46:34 �59:75 — —
ha6Z �46:30 �59:71 — —
CBS �46:31c �59:70c ½�1:49� ½�61:19�

aCCSD(T) corrections for higher order correlations effects are also reported
relative to the MP2 values (dCCSDðTÞ

MP2 ). All values are in kjmol�1. Square
brackets denote values obtained with the additive approximation described
in the text.
bhaXZ denotes cc-pVXZ for H and aug-cc-pVXZ for F.
cObtained from data in Table 5.
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surface (PES). The nature of the interactions not only depends on the identities
of the fragments, but it is also highly sensitive to their separations and relative
orientations in the cluster.135

The practical consequences of these dependencies can be severe. Consid-
er, for example, the pairing of nucleic acid bases through both hydrogen bond-
ing and stacking interactions.136 If a particular quantum model chemistry does
not properly describe both the dispersion interactions that play a major role in
the latter configuration and the electrostatic interactions that dominate in the
former orientation, qualitatively incorrect conclusions about the relative stabi-
lity of stacked and hydrogen-bonded base pairs will be derived. The benzene
dimer also illustrates this point nicely. The convergent approach outlined in
this section has identified two isoenergetic, low-energy configurations on the
PES, a T-shaped structure and a parallel displaced stacked structure.137–139

Even at the CBS limit, the MP2 method overestimates the Eint for both struc-
tures. The more serious problem, however, is that the error is much larger for
the stacked structure than for the parallel displaced structure because the nat-
ure of the interactions in the two configurations is different. By not considering
high-order correlation effects, one arrives at the specious conclusion that the
parallel displaced configuration is nearly 1:5 kcalmol�1 (6 kJ mol�1) more
stable than the T-shaped structure. Clearly, it is imperative that any computa-
tional strategy give consistent results across the entire PES, not just at one par-
ticular configuration (e.g., the global or a local minimum).

LESS DEMANDING COMPUTATIONAL STRATEGIES

The previous section outlined demanding computational procedures that
provide the right answer for the right reason. Those convergent techniques32,36

provide very accurate interaction energies across the entire PES for weakly bound
clusters that can then be used as benchmarks41,42,140–142 against which less
demanding computational procedures may be measured. In this section, we
review the performance of less demanding quantum model chemistries for differ-
ent classes of weak noncovalent interactions, focusing onMP2 andDFTmethods.

Second-Order Møller–Plesset Perturbation Theory

In general, second-order Møller–Plesset perturbation theory (a specific
case of second-order many-body perturbation theory) is the workhorse of elec-
tronic structure techniques for weakly bound systems because the method
tends to provide a reliable description of a wide range of weak interactions.
For most hydrogen-bonding scenarios, MP2 energetics are extremely accurate
and nearly identical to those from CCSD(T) computations with the same basis
set. In fact, a recent study revealed that MP2 interaction energies obtained
with an appropriate triple-� basis set agree favorably with CCSD(T) CBS
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benchmark values.143 Even for high-energy saddle points and structures with
bifurcated hydrogen bonds, the deviations still tend to be less than a few tenths
of a kilocalorie per mole per hydrogen bond.118,119 Only for cyclic hydrogen-
bonding motifs (like that found in the formic acid dimer), do MP2 interaction
energies deviate substantially from CCSD(T) values.143

At the other end of the spectrum of weak interactions (Figure 1), the
MP2 method can still provide a reasonable description of dispersion-bound
clusters despite having a tendency to slightly overestimate the interaction ener-
gies between molecules relative to CCSD(T) results. For example, MP2 calcu-
lations yield interaction energies that are just a few tenths of a kilocalorie per
mole larger than the CCSD(T) values for n-alkane dimers142 and even some
simple p-stacked dimers such as ðN2Þ2 and ðC2H2Þ2.120 If the p systems are
delocalized, however, the MP2 errors can become massive (vida infra). Even
the interactions between rare gas atoms are described reasonably well by the
MP2 method.144 However, MP2 tends to underbind the Ne2 and He2 by an
amount that is small in an absolute sense but large in a relative sense, particu-
larly in the case of He2.

TheMP2method is not perfect, however, and the most notable (and fairly
dramatic) failure of the MP2 method in the field of weak noncovalent interac-
tions occurs for delocalized p stacking.137–139 In fact, a separate chapter of this
volume is dedicated to these p-type interactions.49 The MP2 method overesti-
mates dramatically the stability of ‘‘face-to-face’’ or ‘‘stacked’’-type configura-
tions relative to ‘‘edge-to-face’’ or ‘‘T-shaped’’ orientations that leads to a
qualitatively incorrect description of delocalized p stacking as illustrated with
the benzene dimer in described above. Consider the parallel-displaced stacked
and T-shaped configurations of the diacetylene dimer (H��C������C��C������C��H)2
(shown in Figure 7) along with the analogous configurations of the acetylene

Figure 7 Parallel displaced and T-shaped configurations of the diacetylene dimer.
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dimer (H��C������C��H)2. In agreement with the ‘‘gold standard’’ of quantum
chemistry [i.e., the CCSD(T) method], MP2 calculations correctly predict an
attractive interactions in each case. (See data in Table 7.) However, for the
dimers composed of fragments containing a delocalized p electron network,
the MP2 method substantially overestimates the interaction energy (by more
than 1 kcalmol�1, which represents a relative error in excess of 80%) while
the difference between the CCSD(T) and MP2 results (dCCSDðTÞ

MP2 ) is modest for
(H��C������C��H)2 (less than 0:17kcalmol�1 or 10%). Matters are made even
worse by the fact that the MP2 error is not uniform across the entire potential
surface, which can lead to qualitatively incorrect conclusions about the nature
of delocalized p-type interactions. With MP2 computations, one would con-
clude that the stacked configuration of (H��C������C��C������C��H)2 is more stable
than the T-shaped structure. However, the opposite (and correct) conclusion
is reached when the effects of higher order excitations are included via CCSD
(T) calculations.

Spin-Scaled MP2
Several approaches have been introduced that attempt to address this

shortcoming of MP2 for delocalized p interactions. In 2003, Grimme intro-
duced the spin-component-scaled second-order Møller–Plesset perturbation
theory (SCS-MP2) method where the parallel spin ("") and antiparallel spin
("#) pair correlation energies (which are related to the singlet and triplet com-
ponents of the correlation energy) were assigned different weights.145 The
empirical scaling parameters (p"" ¼ 6

5 and p"# ¼ 1
3) improve MP2 results signif-

icantly not only for a variety of reaction energies and atomization energies but
also for interaction energies between delocalized p systems (including the ben-
zene dimer). The approach has no additional computational overhead relative
to MP2, and it preserves the size consistency of the MP2 method. Other var-
iations of these scaling parameters have since been introduced in an attempt to
further improve the description of noncovalent interactions and/or reduce the
computational demands.146–149 Of particular interest is the SCSN-MP2 meth-
od of Platts and Hill in which the scaling parameters were optimized using

Table 7 MP2 and CCSD(T) Interaction Energies of the Stacked and T-shaped Dimers
of Acetylene and Diacetylenea

Orientation Dimer CCSD(T) MP2 dCSDðTÞ
MP2

Stacked (H��C������C��C������C��H)2
b �1:31 �2:38 þ1:07

T-shaped (H��C������C��C������C��H)2
b �1:63 �1:94 þ0:31

Stacked (H��C������C��H)2
c �1:72 �1:99 þ0:17

T-shaped (H��C������C��H)2
c �2:32 �2:45 þ0:13

aAll values are in kcalmol�1.
bReference 93
cReference 120
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benchmark interaction energies for nucleic acid bases.149 More recently, Taka-
tani and Sherrill assessed the performance of several of these spin-scaled MP2
methods and found that the SCSN parameters reproduce nicely CCSD(T)/CBS
interaction energies across the entire PES for a variety of dispersion-bound
dimers.150

RI-MP2 and LMP2
Because the MP2 method has been so successful, there has also been a

great deal of work done to reduce its computational demands, thereby further
improving its price-to-performance ratio. These include schemes that employ
localized orbitals (such as LMP2)151–153 as well as the resolution of the iden-
tity approximation (RI), which is also known as density fitting (DF).154–158

Werner, Manby, and Knowles have even introduced the DF-LMP2 method
that incorporates both local approximations and density fitting.159 (Those
interested in more details about localization and RI techniques should consult
their paper and the references contained therein.) Readers should be aware of
a potential pitfall of some localization schemes. At certain points, the domain
definitions can change, which leads to discontinuous PESs.160 In large systems
with many degrees of freedom, such discontinuities could lead to difficulties
with geometry optimization procedures needed to locate minima or other sta-
tionary points on the PES. Fortunately, it is possible to construct local correla-
tion models that are free of this problem.161

By reducing the overhead of MP2 computations substantially, these
methods are helping to extend the domain of reliable electronic structure com-
putations for noncovalent interactions to larger and larger systems (within the
limits of the MP2 method). The RI-MP2 technique has been shown to yield
structures and interaction energies that are virtually identical to canonical
MP2 results when an extended basis set containing f functions is used while
reducing the computational time by up to an order of magnitude.44,162 The
DF-LMP2 method has already been coupled with the aforementioned SCS
approach of Grimme. The spin component scaled for nucleobases (SCSN)
parameters were obtained from DF-LMP2 interaction energies.149

Density Functional Theory

As the previous millennium drew to a close, it became clear that density
functional theory was not sufficiently reliable for the study of noncovalent
interactions (including hydrogen bonding).32,163–166 It was widely accepted
at the time that the MP2 method and a high-quality triple-� (or larger) basis
set were required to obtain chemically significant results for noncovalent inter-
actions. Subsequently, a massive effort has been directed toward the develop-
ment and calibration of new density functionals for noncovalent interactions.

Before proceeding, readers should be aware that caution must be exer-
cised when drawing conclusions or making generalizations from a particular
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systematic analysis (or calibration) of DFT methods, particularly in the case of
weak interactions. Results depend heavily not only on the identity of the den-
sity functional167 and the basis set168,169 but also on the numerical integration
grid, which differs from one quantum chemistry software package to the next
(sometimes substantially).170 Additionally, the criteria for a ‘‘reliable’’ DFT
method are very different for someone trying to discern the energetic order
of several low-lying minima than from someone merely trying to determine
that a stable structure exists. While it is clear that some progress has been
made, this section demonstrates that DFT methods are often reliable in the lat-
ter sense but rarely in the former sense.

For noncovalent interactions dominated by the electrostatic component
of the interaction energy, it is likely that one of the well-established density
functionals will produce reliable results. For example, it has been known for
some time that DFT methods can provide an accurate description of charge–
charge and charge–dipole interactions.166,171,172 DFT methods can sometimes
provide a reasonable description of hydrogen bonding when suitable basis sets
are used,39,166,173–177 especially for water.178,179 Interestingly, despite the ten-
dency of DFT interaction energy to converge rapidly to the 1-particle CBS lim-
it (typically with aug-cc-pVTZ or aug-cc-pVQZ basis sets),168 results are still
sensitive to the type basis set used for the calculations.169 The ‘‘best’’ func-
tional tested with the correlation-consistent aug-cc-pVDZ and aug-cc-pVTZ
basis sets will be far from the best when the split-valence Pople-style basis
sets (e.g., 6-31þþG*) are employed.

Some of the most disturbing news regarding the applicability of density
functional methods to hydrogen bonding came in 2004 when Ireta, Neuge-
bauer, and Scheffler noticed that, for the Perdew, Burke, Ernzerhof (PBE) func-
tional, errors in Eint increase as hydrogen bonds deviate from linearity.180

Shortly thereafter, Cybulski and Severson examined 12 popular functionals
and reported a closely related observation that none can describe intermolecu-
lar PESs properly because they failed to reproduce the angular and distance
dependencies of Eint.

181 A study from the author’s lab noted that DFT methods
can have problems characterizing the nature of transition states and higher
order saddle points (i.e., the correct number of imaginary frequencies) for a
system as simple as the water dimer.182 Nevertheless, these studies suggest
that the functionals can be used to identify minima in cases where electrostatic
interactions dominate in that region of the PES.

Density functional theory methods should not be used when dispersion
plays a significant role in the noncovalent interactions. Conventional DFT
methods do not include dispersion, and the chemical consequences of this
deficiency have been known for quite some time,183,184 but the renewed inter-
est in p-type interactions has fueled a great deal of work in this area.141,185–188

A recent overview of these efforts can be found in Ref. 188. Of the three main
ways to incorporate dispersion into DFT (empirical, nonempirical, and
modification of existing functionals), the DFT method with an empirical
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dispersion term (DFT-D) appears to be promising.187–189 The DFT-D method,
however, is still not nearly as reliable as high-accuracy WFT approaches such as
those outlined above. While the nonempirical approaches (such as those
of Becke190–192) are certainly appealing, they currently do not outperform
DFT-D. The last approach, which attempts to include dispersion in DFT via
modification of existing functionals, is by far the most popular of the
three.174,177,193–195 Unfortunately, it seems that modifications to the exchange
functional leading to a successful description of dispersion interactions also
happen to destroy any ability to reliably describe hydrogen bonding. When
examining the performance of newly developed functionals, it is important to
note that rare gas dimers are a poor model for dispersion-bound molecular
clusters. Just because a functional gives reasonable results for rare gas
dimers does not mean that similar performance can be expected for molecular
dimers.

Guidelines

Although being an oversimplification, noncovalent interactions can be
divided into three categories to help select less demanding computational pro-
cedures when studying a particular weakly bound cluster.

Category 1 (Easy) Strong noncovalent interactions that are dominated by the
electrostatic component of the interaction energy tend to be fairly easy to
compute. MP2 will provide excellent results while most DFT methods will
generally provide reliable results near minima on the PES.

Category 2 (Hard) Interactions in which dispersion plays a non-negligible
role tend to be more difficult to compute. MP2 will provide reasonable
results while conventional DFT methods will not even provide a
qualitatively correct description of these interactions across the PES.

Category 3 (Problematic) Dispersion interactions involving one or more
delocalized p electron systems are exceptionally difficult to describe. MP2
will overbind in a manner that is inconsistent across the PES, and
conventional DFT methods still provide an unphysical description of the
interactions.

OTHER COMPUTATIONAL ISSUES

Basis Set Superposition Error and Counterpoise
Corrections

As noted when introducing the Boys–Bernardi CP correction above,
BSSE is a concern whenever the supermolecule method is used to compare
the energies of fragments to the energy of the entire cluster [i.e., when comput-
ing the dissociation ðDeÞ or interaction ðEintÞ energy].
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Although many arguments for and against CP corrections have been
made over the years, this part of the chapter will briefly illustrate three impor-
tant concepts related to this issue.

The CP procedure can lead to unphysical descriptions of PESs that are not
easily corrected.

CP corrections often do not improve calculated interaction energies. In fact,
the procedure can even make results worse.

BSSE is a poor diagnostic for the quality of a computed De or Eint. The crucial
quantity is the basis set completeness error (BSCE).

While the CP procedure is useful when examining specific structures, it is
sometimes desirable to examine a path across the PES or reaction profile that
might include, for example, reactants, products, and a transition state (TS).
Generating a CP-corrected potential energy curve or reaction profile can intro-
duce a new set of problems in certain circumstances. As demonstrated by
Lendvay and Mayer, the Boys–Bernardi CP procedure (and variations thereof)
can actually produce discontinuities in the PES near the TS and even give dif-
ferent TS energies for the forward and reverse reactions.196 Fortunately, this
unphysical behavior is normally limited to regions near the TS.

To illustrate the last two points, consider the De of (H2O)2 and (H2O)3.
The MP2 CBS limits have been determined from explicitly correlated MP2-
R12 computations with the K2–� basis set to be 20:76kJmol�1 for the Cs

global minimum of (H2O)2 and 66:12 kJmol�1 for the cyclic C1 global mini-
mum of (H2O)3.

118,119,197 (The K2–� basis set is constructed by removing
functions with the two highest angular momentum values from Klopper’s
K2 basis set,198 which corresponds to f and g functions for H, and g and h
functions for O.) Figures 8 and 9 show how CP-corrected and uncorrected
MP2 calculations deviate from the corresponding CBS limit when using the
aug-cc-pVXZ and haug-cc-pVXZ (diffuse functions only added to O atoms)
families of basis sets. The height of a particular bar above the x axis indicates
the basis set completeness error (BSCE) for that basis set while the combined
height of a bar above and its CP-corrected counterpart below the x axis repre-
sents the magnitude of BSSE for that basis set. For both (H2O)2 and (H2O)3,
the MP2 dissociation energies converge systematically to the CBS limit from
below when the CP procedure is applied and from above when it is not.

Closer examination of the data presented in Figures 8 and 9 reveals that
the errors associated with the CP-corrected dissociation energies are almost
always larger than those that are not corrected for BSSE (i.e., the bars below
the x axis are larger than those above it). Only for aug-cc-pVQZ, aug-cc-
pV5Z, and aug-cc-pV6Z De values for (H2O)2 does the CP procedure offer
any improvement (and merely on the order of 0:1 kJmol�1). In these particular
cases, the CP corrections are clearly not worth the substantial additional effort.

Although these trends have been observed elsewhere,133,199 they do not
necessarily apply to all weakly bound complexes. Sinnokrot and Sherrill have
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noted the opposite trend for benzene dimer interaction energies, and they
report that the CP-corrected values converge to the CBS limit more rapidly
than the uncorrected ones.135

The data in Figure 9 demonstrate nicely why BSSE should not be used to
judge the quality of a particular De. The CP-corrected haug-cc-pVTZ De

Figure 8 Errors relative to the MP2 CBS limit De for (H2O)2 using data from Ref. 118.

Figure 9 Errors relative to the MP2 CBS limitDe for (H2O)3 using data from this work
and Ref. 119. The errors with the double-� basis sets are so large that they have been
omitted.
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underestimates the MP2 CBS limit by 3:99kJmol�1 (striped bar) while the
uncorrected value overestimates it by 0:43kJmol�1 (solid black bar). The dif-
ference between the two values, 4:42 kJmol�1, is the BSSE. If the MP2 CBS
limit was not known, one would conclude that the haug-cc-pVTZ basis set
is rather poor because of this large BSSE. However, the haug-cc-pVTZ is an
excellent basis set for the De of the water trimer because the basis complete-
ness error (BSCE) is only 0:43 kJmol�1 (or � 0:1 kcalmol�1).

Beyond Interaction Energies: Geometries and
Vibrational Frequencies

Care must be taken when interpreting computed equilibrium geometries
and vibrational frequencies44 when dealing with the extremely flat PESs of
weakly bound clusters. For example, the vibrational frequencies associated
with the large amplitude intermolecular motions are highly anharmonic. Con-
sequently, estimates of the zero-point vibrational energy (ZPE or ZPVE) based
on harmonic vibrational frequencies can be misleading. Furthermore, these
harmonic frequencies for floppy vibrational modes can be sensitive to both
the electronic structure method and basis set used, even for simple hydrogen
bonding prototypes.182,200

In the case of equilibrium structures, the flat nature of the PESs can actu-
ally be an asset because it implies that the energy of a weakly bound cluster is
fairly insensitive to changes in the intermolecular geometrical parameters.
Consequently, MP2 optimizations with a sufficiently flexible triple-� basis
set [e.g, TZ2P(f ; d)þdif, aug-cc-pVTZ, TZVPP] usually provide sufficiently
reliable structures for an accurate assessment of the interaction energy.44,201

[Although ‘‘sufficiently flexible’’ is not a very precise description, it is generally
agreed that the basis set needs to include two sets of polarization functions as
well as at least one set of higher angular momentum functions (e.g., f func-
tions for C, N, O, and F) and possibly diffuse functions.] However, the phy-
sical significance of these structures is not always clear since the ZPVE of the
cluster may be larger than the barrier(s) separating minima on the PES.

Concluding Remarks

As with all areas of computational chemistry, the study of noncovalent
interactions in weakly bound van der Waals clusters has benefited from the
rapid improvements in hardware and software. As a result, high-accuracy
benchmark databases that span the entire spectrum of weak interactions are
now available.42,177 Although relatively new, these collections of interaction
energies have already been used to calibrate less demanding quantum model
chemistries in the hopes of identifying methods that can be applied confidently
to larger systems. However, a need exists for similar high-accuracy data for
clusters (trimers, tetramers, etc.), not just dimers. Given the significant role

80 Reliable Electronic Structure Computations



that cooperative effects can play in hydrogen-bonding networks, it is impera-
tive that methods be able to describe the nonadditivity as well as the 2-body
interactions. A consistent benchmark cluster database for the entire range of
noncovalent interactions will play an essential role in the development of prac-
tical computational strategies for large clusters and explicit solvation models.
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42. P. Jurečka, J. Šponer, J. Černý, and P. Hobza, Phys. Chem. Chem. Phys., 8, 1985 (2006).
Benchmark Database of Accurate (MP2 and CCSD(T) Complete Basis Set Limit) Interaction
Energies of Small Model Complexes, DNA Base Pairs, and Amino Acid Pairs.

43. S. Tsuzuki and T. Uchimaru, Curr. Org. Chem., 10, 745 (2006). Magnitude and Physical
Origin of Intermolecular Interactions of Aromatic Molecules: Recent Progress of Computa-
tional Studies.

44. P. Hobza, R. Zahradnik, and K. Müller-Dethlefs, Coll. Czech. Chem. Commun., 71, 443
(2006). The World of Non-Covalent Interactions: 2006.

45. D. Feller and E. R. Davidson, inReviews in Computational Chemistry, K. B. Lipkowitz and D.
B. Boyd, Eds., VCH, New York, 1990, Vol. 1, pp. 1–44. Basis Sets for Ab Initio Molecular
Orbital Calculations and Intermolecular Interactions.

46. S. Scheiner, in Reviews in Computational Chemistry, K. B. Lipkowitz and D. B. Boyd, Eds.,
VCH, New York, 1991, Vol. 2, pp. 165–218. Calculating the Properties of Hydrogen Bonds
by Ab Initio Methods.

47. A. Castleman and K. Bowen, J. Phys. Chem., 100, 12911 (1996). Clusters: Structure,
Energetics, and Dynamics of Intermediate States of Matter.
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